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Modifications of the drift-kinetic transport code XGC0 to include the

transport, ionization, and recombination of individual charge states, as well

as the associated radiation, are described. The code is first applied to a sim-

ulation of an NSTX H-mode discharge with carbon impurity to demonstrate

the approach to coronal equilibrium. The effects of neoclassical phenomena

on the radiated power profile are examined sequentially through the acti-

vation of individual physics modules in the code. Orbit squeezing and the

neoclassical inward pinch result in increased radiation for temperatures above

a few hundred eV and changes to the ratios of charge state emissions at a

given electron temperature. Analogous simulations with a neon impurity

yield qualitatively similar results.
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1 Introduction

Extrapolation of empirical transport trends predicts that to maintain diver-

tor heat loads at tolerable levels, ITER will need to radiate 80% of its total

input power, with roughly 30% coming from the core [1]. The requirements

for DEMO are more severe yet, with a total radiated fraction of ∼ 90% and

∼ 50% from the core [2]. An understanding of the spatial distribution of

impurity radiation in the edge and scrape-off layer (SOL) of tokamaks is

needed to ensure that such predictions are as accurate as possible. While

existing diagnostics techniques, such as resistive bolometry, can determine

the integrated amount of power radiated, they have very poor spatial resolu-

tion. The need for better spatial resolution is especially critical in the steep

gradient region of the H-mode pedestal and near the X-point where shifts of

a cm or a few mm can dramatically alter the division of the cooling between

closed and open flux surfaces.

The bulk of the tokamak impurity transport and radiation modeling to

date has been carried out via fluid plasma codes solving the Braginskii equa-

tions [3, 4, 5]. While these do provide spatially resolved, and time dependent

profiles of the impurity charge state distributions and the associated radia-

tion, they inherently miss the kinetic and non-local neoclassical effects on ion

transport that can be dominant [6, 7] in the steep pedestal region of H-mode

plasmas.

The full-f , drift-kinetic, multi-species, particle-in-cell (PIC) transport

code XGC0 [8] has been applied previously to examine kinetic and non-local

neoclassical effects on the main ion plasma [7, 8], including self-consistently

determined radial electric field and sheath potential to ensure ambipolarity,
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as well as neutral recycling and ionization [9]. An acknowledged limitation

of the work reported in [7] is that the carbon impurity had a fixed charge

(6+) and the associated radiative cooling was not consistently determined.

We describe here the extension of XGC0 to resolve the individual impu-

rity charge states and to track the associated radiation and electron cooling

/ heating, taking another step towards a nearly first principles tool for fusion

plasma simulation. Generalized collisional radiative (GCR) rates are used

for all atomic physics processes [10, 11]. Starting with input plasma pro-

files based on an NSTX H-mode discharge, the deuterium ion and impurity

species are evolved in time towards neoclassical transport equilibrium, in-

cluding a recycling source determined from consistent neutral deuterium and

impurity density profiles. To facilitate comparison of the spatial distribution

of the radiated power with that obtained from coronal equilibrium (CE), the

electron density and temperature profiles are held fixed throughout.

Section 2 describes the implementation of impurity ionization and re-

combination into XGC0 and the associated assumptions. That the resulting

model is consistent with coronal equilibrium is demonstrated in Sec. 3. The

effects of neoclassical phenomena on the impurity charge state distribution

and radiation profile are detailed in Sec. 4. Finally, in Sec. 5, we summarize

and discuss related work planned for the future.
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2 Implementation of Multiple Charge States

in XGC0

The XGC family of codes began with the five dimensional (three space, two

velocity), full-f, drift-kinetic PIC code described in [8]. That code and all

subsequent versions of XGC0 have at their core a particle pushing algorithm

that integrates the Hamiltonian equations of motion [8, 12] in time for a

set of marker particles representing the ion (and electron, when included)

guiding centers. The algorithm is designed to work efficiently and accurately

in a magnetic separatrix geometry based on a numerically specified equilib-

rium, allowing plasma transport to be simulated from the magnetic axis to

the material surfaces. A second critical component of XGC0 is the tempo-

ral evolution of the radial electric field via Ampere’s law averaged over a

closed flux surface [8]. The principal effect of the electric field is to increase

the energy thresholds for X-loss [13, 8] and orbit loss [14] enough that the

associated sinks of energetic main ions can be offset by the inward pinch

[15, 16] of colder ions and impurities, maintaining ambipolar plasma trans-

port across the separatrix. Improvements made to XGC0 since the original

version include: realistic recycling [9], kinetic electrons, impurity ions, con-

serving linear Fokker-Planck operator, diffusive anomalous transport, logical

sheath [7] and three-dimensional magnetic perturbations [17].

The variety of problems that can be studied with XGC0 has been limited

by the fixed charge state of the impurity species and the relatively simple

models available for describing impurity radiation [18, 19]. We relax these

limitations by including the particle charge state as an additional phase space
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parameter that can vary in time; this is preferable to the alternative of repre-

senting each charge state as a distinct particle “species”. For low-Z elements,

such as carbon or neon, all charge states can be readily included in the sim-

ulations. Treating high-Z species, e.g., molybdenum or tungsten, will likely

require the use of “bundled” representations of the atom’s electronic struc-

ture [20]. Our implementation allows for this possibility by specifying the

charge states associated with each impurity species with an array of arbitrary

length.

The temporal evolution of the particle charge states via electron impact

ionization and recombination is effected by a Monte Carlo algorithm directly

analogous to that used in simulating the ionization of neutral particles [8, 9].

Generalized collisional radiative rates (metastable unresolved) for these pro-

cesses, as well as the associated electron cooling and heating rates, have

been extracted from the ADAS database [10] and made accessible to XGC0

via a new interface to the DEGAS 2 neutral transport code [21] developed

expressly for this purpose. Since the electron density and temperature pro-

files are held fixed in the present work, we defer to a future publication a

description of our approach to incorporating the effects of ionization and

recombination on the electron population.

Note that XGC0, like most transport codes, works internally with the

rate at which electrons lose or gain energy as impurities are being ionized and

recombined. To show how this relates to the more experimentally relevant

radiated power, we first write the equivalent time rate of change of the density

of impurity charge state q as:

dnq

dt
= −nqneSq + nq+1neRq+1 + nq−1neSq−1 − nqneRq, (1)
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with q = 1 → Z; S0 is the rate at which neutral impurities are ionized,

and RZ+1 = SZ = 0. All impurity transport phenomena are effectively

represented by the total derivative on the left-hand side. The Sq and Rq are

the GCR rates, “SCD” and “ACD” in ADAS nomenclature, respectively. In

terms of these quantities, the electron cooling power associated with charge

state q is then

Pcool,q = Eion,q(nqneSq − nq+1neRq+1) + nqnePion,q + nq+1nePrec,q+1, (2)

where q = 1→ Z − 1 (losses associated with neutral ionization are compiled

on a different mesh in XGC-0 and are not discussed here), and Eion,q is the

energy required to ionize the +q ion. Pion,q (“PLT” in ADAS) and Prec,q+1

(“PRB’) are the total rates of line emission associated with ionization and

recombination, respectively, between charge states q and q+ 1. Equation (2)

is equivalent to Eq. (27) of [11], although demonstrating the correspondence

requires some manipulation of terms. The corresponding expression for the

radiated power is:

Prad,q = nqnePion,q + nq+1nePrec,q+1. (3)

In equilibrium, nq/nq+1 = Rq+1/Sq ⇒ Pcool,q = Prad,q. Since all of the data

presented below, apart from the earliest time steps of the run described in

Sec. 3, are at or relatively close to equilibrium, we treat the terms “electron

cooling” and “radiated power” as interchangeable. Namely, the plots depict

the electron cooling compiled by the code, but we will refer to it as the

radiated power.

Related quantities include the total impurity density, nI =
∑Z

q=1 nq, total
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“radiated” power:

Prad ≡
Z−1∑
q=1

Pcool,q, (4)

and, as in [22, 23, 24], the effective “radiated” power per electron and impu-

rity ion:

Lrad ≡ Pcool/(nenI). (5)

The electron densities and temperatures required to evaluate the GCR

rates are compiled on a 2-D mesh that, on closed flux surfaces, coincides with

that used by the linear Fokker-Planck collision operator. For all simulations

described here, this mesh consists of 50 cells spaced uniformly in poloidal

flux between ψn ≡ ψ/ψsep = 0.4 and the separatrix, and four divisions uni-

form in poloidal angle, with the first centered about the outboard midplane.

The SOL regions above and below the X-point are represented by five cells

each, up to ψn = 1.05. The entirety of the lower private flux region (PFR) is

incorporated into one additional cell. All relevant output data are compiled

on this same mesh, although the results shown here have been reduced to

one dimension by poloidal averaging. As with previous XGC0 applications

[9, 25, 7], our emphasis will be on phenomena in the confined plasma, with

relatively simple models of open field line behavior to facilitate the specifi-

cation of boundary conditions. More detailed treatment of SOL and PFR

physics awaits the development of similar impurity transport capabilities in

the XGCa code [26, 27].

The source of impurity ions in previous XGC0 versions was assumed pro-

portional to the source of (main) deuterium ions arising from the ionization

of atoms generated by recycling [7]. The neutral density profile used for this
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purpose is the result of a separate kinetic, Monte Carlo calculation performed

on a fluid plasma background. The spatial variation of the neutral source

for that process is taken to be proportional to flux of ions lost to the walls

and divertor. Here, we extend this model by compiling separate neutral atom

density profiles for each impurity species and then use them to determine the

1+ ion particle source via the ADAS neutral ionization rate and the same

Monte Carlo collision algorithm used for deuterium.

Presently, the poloidal distribution of the impurity neutral source is equal

to that of the deuterium neutrals. As in the deuterium neutral transport

model, the neutral source is characterized by a specified recycling rate, 99%

here, and a 3 eV thermal energy distribution. Only ionization (no charge

exchange) is considered in the interactions of the neutral impurity atoms

with the plasma. DEGAS 2 will ultimately be used to provide a more realis-

tic characterization of the impurity source, e.g., via sputtering and neutral-

plasma interactions.

XGC0 impurity simulations utilize a linear Fokker-Planck collision oper-

ator that explicitly conserves mass, momentum, and energy. The outermost

loop of the collision operation is over species; each serves as a “background”

for a standard Monte Carlo collision operation [28] for all other “test” species,

including self-collisions. To generalize the procedure for multiple charge

states, inner loops over charge states have been added to both loops over

“background” and “test” species. The energy and momentum exchanged in

the Monte Carlo collisions is tabulated as a function of space, as well as the

“test” species and charge state. In the second stage of the linearized collision

process, the “restoring” force of the Monte Carlo collisions on the background
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particles is applied using expressions in [29]. A third stage enforces particle,

momentum, and energy conservation via a technique similar to that of [30].

If the density of a particular “background” charge state is zero in a mesh

cell or if there are too few particles (< 100) to accurately compute a temper-

ature, the collision operations in that cell are bypassed completely for that

charge state. Additional numerical difficulties may arise for low, but non-

zero, background density states. As a first step towards their mitigation, the

global energy exchange in the Monte Carlo collisions is summed over test

species and compared with the corresponding sum for the D+ background.

If the ratio is < 1%, the second and third stages of the collision routine are

bypassed. In practice, the routine is not entirely robust, and its conservation

properties are poorer than its operation with fixed charge state impurities.

The resulting error in a simulation is quantified below. Continued refine-

ments in the model and its verification via conservation and equilibration

tests [26] will be discussed in a subsequent publication.

3 Approach to Coronal Equilibrium

To verify the ionization-recombination model and to provide a starting point

for quantifying the effects of neoclassical phenomena, we demonstrate the

approach to coronal equilibrium starting from singly charged carbon ions.

Note that the code possesses no method for initializing the simulation with

only neutral impurity atoms. To make contact with standard references on

the topic, e.g., [22, 23, 24], we disable all physical processes in the code apart

from ionization and recombination; the simulation particles are not moving.
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The particular ADAS files used are from the “96” set and are dated November

4, 1999.

The magnetic equilibrium and plasma profiles used are based on NSTX

H-mode shot 139047 at 580 ms (Fig. 1); they are similar to the ones analyzed

in [31], although no initial toroidal rotation is specified for these simulations.

Again, the electron density and temperature profiles are held fixed to allow

the effects of neoclassical phenomena on the impurity ions to be elucidated.

This simulation is run in three parts, with the time step increasing a

factor of ten with each restart; the total time elapsed is 22 ms. The volume

integrated Lrad is plotted in Fig. 2. The times used to label the curves are

“normalized” by the electron density at the core boundary, ncore = 6.8 ×

1019 m−3. This situation is not directly analogous to those in [22, 23] since

ne varies with Te across our simulation’s radial profile. Nonetheless, the

simulated curves converge towards the equilibrium result, computed directly

from the ADAS rates, at roughly the same pace as in [23].

4 Neoclassical Effects on Radiation Profile

The simulations discussed in this section either begin with the near-equilibrium

state obtained above or with a CE charge state distribution computed di-

rectly from the ADAS rates; the results of the two approaches are similar.

We first enable the ion particle push to assess the effect of orbit width on

Lrad. Carbon ion orbits in the steep gradient region have widths on the order

of ∆ψ/ψsep = 0.02, comparable to the electron density and temperature gra-

dient scale lengths. These orbit widths are reduced by the “orbit squeezing”
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[8] associated with the radial electric field.

The effect of non-zero orbit width is incorporated into the initial coronal

equilibrium since the ion starting positions are sampled at all points along

the orbits. The orbital periods in the steep gradient region are on the order

of 10−4 s, much shorter than the relevant recombination (∼ 10−2 s) and

ionization (> 10−3 s) times. Consequently, the ions do not undergo noticeable

change in charge state density, even though they sample a range of density

and temperature values.

The initial state of this simulation has no electric field so that orbit squeez-

ing does not take effect until the radial electric field has been established.

The squeezing not only reduces the orbit widths, but also shifts them inward,

on average, in the steep gradient region. The relative increases in the C4+

and C5+ fractions result in enhanced Lrad around Te ' 200 eV (ψn ' 0.93)

early in the simulation (t = 1.4× 10−4 s; dashed blue curves in Fig. 3). The

charge state distribution eventually adjusts to the shift, and the effective Lrad

decays towards the equilibrium result (t = 4.6× 10−3 s; solid blue curves).

We next incorporate a source of impurities, the aforementioned 99% re-

cycling rate that replaces the ions lost to the walls by X- and orbit loss. The

initial impact of the resulting influx of low charge state ions (dashed green

curves in Fig. 3) is large with significant increases in Lrad for Te < 200 eV.

However, the recycled ions are too low in energy to enter the loss cone so that

this effect also decays for Te ≥ 30 eV, and the effective Lrad again approaches

the equilibrium value (solid green curves). The elevated values below 30 eV

represent ongoing recycling in the SOL.

The inclusion of collisions via the linearized Fokker-Planck operator in-
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inward shifts of the contributions from 3↔ 4 on up. Note that on this scale,

the CE 1↔ 2 and 2↔ 3 components are essentially zero and are not shown.

In the non-equilibrium simulation, X- and orbit loss and the compensating

recycling source cause them to no longer be negligible. The absolute power

associated with each charge state at a given Te is only quantitatively different

in the two situations. However, the ratios of the powers in two charge states,

more readily measured spectroscopically, change dramatically. This result

provides an effective basis for identifying the presence of these phenomena

in experimental data.

We have performed an analogous simulation with neon impurity for com-

parison. The initial density was set to half of the carbon density in Fig. 1,

and a CE charge state distribution was used. The ADAS “96” files were

dated June 11, 2014. As with carbon, the effective Lrad diverges from CE

very early in the simulation, but not for Te < 30 eV or Te > 300 eV (t = 0.2

ms; dashed cyan curve in Fig. 3). As the calculation progresses, and the neon

ions are pinched in, Lrad is enhanced by almost a factor of two in the core

of the simulation. Again due to the weighting by the densities, this increase

carries over into the total radiated power, which is 65% larger than the CE

value (1.58 MW vs. 0.95 MW), and into the radiation density, Fig. 4. The

shifts in the individual charge state contributions, Fig. 6 are reminiscent of

those seen for carbon.
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troduces pitch angle scattering of the carbon ions off of deuterium and other

carbon ions, moving some ions from confined to loss orbits and resulting in a

nearly steady state enhancement of the radiation at lower electron tempera-

tures (orange curves in Fig. 3). Note that anomalous transport, which will be

included in discharge-specific simulations (as in [7]), provides another mech-

anism for moving ions onto loss orbits. The neoclassical inward pinch acts

to boost the population of C4+ and C5+ in the core region of the simulation,

increasing the effective Lrad for Te > 250 eV in Fig. 3. That the inward pinch

now carries a non-trivial distribution of carbon charge states represents an

improvement in the determination of the radial ion current and thus in the

radial electric field calculation relative to that of previous XGC0 versions.

The numerical problems with the Fokker-Planck collision routine referred

to in Sec. 2 result in a 2% gain in the total carbon population over the 50,000

steps of the simulation, a deviation too small to impact our conclusions.

An analogous simulation with fixed (+6) charge state carbon ions yields

essentially the same final density, flow velocity, and temperature profiles.

Incorporating neoclassical phenomena into the simulation results in a 36%

increase in the radiated power relative over that of CE (0.24 MW and 0.18

MW, respectively). The bulk of this change arises for ψn < 0.9 even though

the enhancements in Lrad are greater at lower temperatures simply because

the densities are much lower outside the pedestal, as can be seen in a plot of

the radiation density, nenCLrad, in Fig. 4. This figure depicts the same trend

seen in Fig. 3, but reflects the weighting by the densities.

The radiated power profile broken down by charge state as in Eq. (2)

is compared with the CE result in Fig. 5. The neoclassical effects result in
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5 Conclusions

We have described the incorporation of impurity ionization and recombina-

tion into the drift-kinetic transport code XGC0. We ran this code with an

NSTX H-mode plasma to illustrate the effects of neoclassical phenomena, in-

cluding orbit squeezing, ion X- and orbit loss, neutral recycling, and inward

pinch, on the impurity charge state distributions and radiation profile. The

principal result for a carbon impurity is an increase in the effective radiation

per electron and ion, Lrad, for virtually all electron temperatures in the simu-

lated plasma. The enhancement for Te > 250 eV associated with the inward

pinch acting on C4+ and C5+ ions results in a 36% increase in total radiated

power relative to the value obtained with a coronal equilibrium charge state

distribution. The ratios of the power radiated by two charge states at a given

electron temperature are even more strongly impacted by these effects. An

analogous simulation with neon impurity yields qualitatively similar effects.

XGC0 simulations including kinetic electrons, and the effects of impu-

rity radiation on their energy balance, are currently underway and will be

reported in a future publication. The inclusion of diffusive anomalous trans-

port and core particle, momentum, and energy sources will permit detailed

modeling of individual experimental discharges, as in [7]. The next principal

improvement to the model is the replacement of the XGC0 neutral transport

model with DEGAS 2, a straightforward extension of the method described

in [9]. This will provide improved spatial resolution along flux surfaces, al-

low the incorporation of other atomic physics processes, e.g., charge exchange

of carbon ions with neutral hydrogen, and permit the use of more realistic

plasma-material interactions and sputtering sources.
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Figure 1: Temperature (right axis) and density (left axis) profiles for electrons

(solid curves) and carbon (dashed curves) input to XGC0, similar to NSTX

H-mode discharge 139047 [31].
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Figure 2: Radiation rates per carbon ion and per electron plotted as a func-

tion of the electron temperatures in the simulation to obtain curves analogous

to those in [22], [23], and [24]. The “Equilibrium” curve is computed directly

from the ADAS rates evaluated at each Te, ne in the simulation. The blue

curves represent different time steps, τ , during the run. The curve labels

show the normalized time [23] obtained as the product of τ with ne at the

simulation’s core boundary (6.8 × 1019 m−3); the density at the outermost

surface is roughly a factor of 20 smaller (3.1× 1018 m−3).
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Figure 3: Effects of neoclassical phenomena on Lrad. The equilibrium result

is as in Fig. 2. The blue curves are from two points in time in a run in which

the carbon and deuterium ions orbits are followed and a self-consistent radial

electric field is computed. The result of adding neutral recycling for both

species is depicted by the green curves. Including collisions results in the

orange curves. An analogous simulation with all processes in effect is run

with a neon impurity, yielding the cyan curves. The corresponding coronal

value is shown in light green.
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Figure 4: Radial profiles of the integrated radiation density as function of

the normalized poloidal flux for the equilibrium (red) and neoclassical (green)

cases in the runs with carbon (red) and neon (green) impurity. These profiles

represent the contribution to the total radiation made by each radial cell in

the mesh (∆P ) divided by its volume (∆V ). The Te profile from Fig. 1 is

included for reference.
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Figure 5: Relative contributions to the radiated power associated with ion-

ization and recombination between the indicated carbon charge states at a

given radial flux surface as a function of Te there. The dashed curves (“CE”)

represent the equilibrium state shown in Fig. 2. The solid curves (“Neoclas-

sical”) are based on t = 5 ms in the “full physics” simulation. On this scale

the power from the 1↔ 2 and 2↔ 3 equilibrium systems are effectively zero

and are not shown.
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Figure 6: Relative contributions to the radiated power associated with ion-

ization and recombination between the indicated neon charge state at a given

radial flux surface as a function of Te there. The dashed curves (“CE”) rep-

resent the equilibrium state. The solid curves (“Neoclassical”) are based on

t = 5 ms in the “full physics” simulation. On this scale the power radiated by

the 1↔ 2 (for both simulations) and 2↔ 3 (for CE) systems are effectively

zero and are not shown.
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