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Phase space effects on fast ion distribution function modeling in tokamaks∗

M. Podestà†‡, M. Gorelenkova, E. D. Fredrickson, N. N. Gorelenkov and R. B. White
Princeton Plasma Physics Laboratory, Princeton NJ 08543 - USA

(Dated: December 18, 2015)

Integrated simulations of tokamak discharges typically rely on classical physics to model ener-
getic particle (EP) dynamics. However, there are numerous cases in which energetic particles can
suffer additional transport that is not classical in nature. Examples include transport by applied 3D
magnetic perturbations and, more notably, by plasma instabilities. Focusing on the effects of insta-
bilities, ad-hoc models can empirically reproduce increased transport, but the choice of transport
coefficients is usually somehow arbitrary. New approaches based on physics-based reduced models
are being developed to address those issues in a simplified way, while retaining a more correct treat-
ment of resonant wave-particle interactions. The kick model implemented in the tokamak transport
code TRANSP is an example of such reduced models. It includes modifications of the EP distri-
bution by instabilities in real and velocity space, retaining correlations between transport in energy
and space typical of resonant EP transport. The relevance of EP phase space modifications by insta-
bilities is first discussed in terms of predicted fast ion distribution. Results are compared with those
from a simple, ad-hoc diffusive model. It is then shown that the phase-space resolved model can
also provide additional insight into important issues such as internal consistency of the simulations
and mode stability through the analysis of the power exchanged between energetic particles and the
instabilities.

PACS numbers: 52.55.Fa, 52.35.Bj,52.55.Tn

I. INTRODUCTION

Burning fusion plasmas feature a high content of ener-
getic particles (EP) originating from Neutral Beam (NB)
injection, rf heating or fusion reactions [1]. Because of
their crucial role, quantitative understanding and accu-
rate modeling of the EP dynamics are required for inter-
preting present experiments and for predicting scenarios
on future devices. Modeling tools already exist to model
EP dynamic when energetic particles behave classically.
Source and sink terms are well known and can be taken
into account in the simulations with good accuracy. How-
ever, departure from classical behavior can be expected -
and is indeed observed, cf. [2][3] and References therein
- in the presence of perturbations of the EP evolution.
The latter, for example, include magnetic perturbation
induced by external coils, rf fields or plasma instabilities.

Several tools have been developed to study non-
classical EP behavior, ranging from first-principles
numerical codes [4][5][6][7][8][9] to reduced models
[10][11][12][13] with various degree of simplifications. In
particular, reduced models appear attractive for long
time-scale integrated simulations of tokamak discharges,
which typically require relatively short execution times
to enable routine analysis of entire discharges or exten-
sive parameter scans. This work focuses on the use of
reduced models to include the effects of plasma instabili-
ties (such as Alfvénic modes) in integrated simulations of
tokamak discharges with energetic particles from Neutral
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Beam (NB) injection. Results from the NSTX device [14]
will be discussed.

At a more fundamental level, the main goal of this work
is to assess what level of complexity is required in mod-
eling the evolution of the EP distribution function, FEP ,
from which most of the other EP-related quantities are
computed. For example, the latter include NB driven
current and current drive efficiency, whose assessment
is one of the major milestones for the NSTX Upgrade
device [15]. Results from two EP transport models are
compared. The main difference between the two models
is whether EP transport is simply assumed to occur as
diffusion the radial coordinate, or modifications of parti-
cle’s phase space are also imodeled.

The following Sections include an introduction to the
main modeling tools used in this work (Sec. II), followed
by a description of the experimental scenario on which
simulations are based upon (Sec. III). Section IV con-
tains the main results of this work, starting with exam-
ples of EP distributions obtained from the two models.
The implications of the differences in EP distribution
from the two models on the consistency of the simulations
are then discussed. As an example, the power balance
between energetic ions and the instabilities they drive is
taken as figure of merit to assess the consistency of the
simulations. Section V summarizes the main findings of
this work and concludes the paper.

II. MODELING TOOLS

The main tool used in this work for integrated tokamak
modeling is the TRANSP code [16][17]. Energetic par-
ticle evolution is modeled through the NUBEAM mod-
ule [18][19] of TRANSP, which includes several models
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FIG. 1: Frequency spectrum of magnetic fluctuatens from
Mirnov coils installed at the low-field side vessel awl for NSTX
discharge #139048. Toroidal mode numbers of the different
instabilities are indicated in the figure.

for additional EP transport in addition to classical EP
physics. For simplicity, results presented here are lim-
ited to the two models described below.

The first model is based on the simplest possible as-
sumption of purely diffusive EP transport, with a particle
flux given by

Γnb = −Db∇nb (1)

where ∇nb is the radial gradient of the beam ion density.
The diffusion coefficient Db in Eq. 1 is an ad-hoc param-
eter, here assumed to be uniform in radius and with no
energy dependence. Db values are chosen to match mea-
sured quantities such as the neutron rate (see below). A
time dependence Db = Db(t) can be retained to improve
the match with the experimental data as a function of
time. Typical values are 0 ≤ Db ≤ 5 m2/s.

The second model (referred to as kick model) is based
on a transport probability p(∆E,∆Pζ |E,Pζ , µ), which
describes changes in particle’s energy and toroidal canon-
ical momentum resulting from the instabilities [20].
The transport matrix is pre-calculated through particle-
following codes such as ORBIT [21], using perturbations
modeled by MHD codes such as NOVA [22][23][24] that
reproduce experimentally observed instabilities in terms
of frequency and mode number spectrum. In practice,
during a TRANSP run particles are classified based on
their phase space variables E, Pζ and µ, which indicate
energy, toroidal canonical momentum and magnetic mo-
ment according to the normalizations used in [25]. As
time evolves, particles experience kicks ∆E, ∆Pζ accord-
ing to the probability matrix, based on their phase space
location. This probabilistic approach naturally fits with
the MonteCarlo approach on which the NUBEAM mod-
ule is based. Up to 10 probability matrices can be pro-
vided as input to model different modes, or sets of modes
with similar properties. Free parameters for simulations
with the kick model are the mode amplitudes as a func-
tion of time. Amplitudes are inferred from experimental

FIG. 2: Radial mode structure computed by the NOVA code
for the ntor = 1−6 TAE modes observed in Fig. 1 for t & 200
ms. Note the radial extension of the modes, covering the
entire minor radius. The amplitude of the radial magnetic
field perturbation, δBr/B, corresponds to a normalized mode
amplitude Amode = 1 for the kick model.

measurements, when available. Further iterations may
be required to achieve a better agreement with the mea-
sured neutron rate and stored energy. More details on
the model can be found in Ref. [20].

III. EXPERIMENTAL SCENARIO

Results presented in this work refer to NSTX discharge
#139048. Plasma current reaches its stationary level of
0.9 MA at ∼ 200 ms. Toroidal field on axis is 0.45 T.
Up to 6 MW of NB power are injected, with increasing
steps of 2 MW between 50 ms and 200 ms. The discharge
transitions into H-mode confinement during the current
ramp-up phase and stays in H-mode until its termination.

As shown in Fig. 1, a rich variety of Alfvènic activity
is observed throughout the discharge. Reverse-shear AEs
with low toroidal mode number, n = 1 − 2, are present
during the current ramp-up. Afterwards, toroidal AEs
(TAEs) with n = 1−6 become dominant. Alfvènic insta-
bilities co-exist with lower frequency, kink-like modes as
the minimum of the safety factor approaches qmin ∼ 1 for
t ≥ 320 ms. As typical for strongly NB-driven NSTX dis-
charges, higher frequency Global and Compressional AEs
are also measured at frequencies � 200 kHz [26]. Those
modes will not be considered in the following analysis.

Instabilities in the TAE frequency range have been an-
alyzed through the ideal MHD code NOVA [22][23][24]
to infer the radial mode structure, based on the com-
parison with experimental data from Mirnov coils and a
multi-channel reflectometer array [27][28]. The complete
analysis is described in Ref. [29]. The inferred radial
mode structures for TAEs with toroidal mode number
ntor = 1, 2, 4, 6 are shown in Fig. 2. Modes cover most of
the minor radius, which is typical for TAEs observed on
NSTX [29][30].

No experimental data is available for the mode struc-
ture of the kink-like modes. Therefore, a simple analyti-
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FIG. 3: Neutron rate for NSTX discharge #139048. Dashed
region indicates the measured values, assuming a ±5 % uncer-
tainty in the measurements. Dashed line is the predicted neu-
tron rate from TRANSP assuming classical fast ion physics..
Solid lines are the results with enhanced fast ion transport
using the ad-hoc Db and kick models.

cal model is used to model their structure [31].
Data from magnetic pick-up coils installed at the low-

field side plasma wall are used in the following to infer
the temporal evolution of the mode amplitude for each
of the modes shown in Figs. 1-2.

IV. MODELING RESULTS

TRANSP runs based on the same experimental profiles
for NSTX discharge #139048 and different assumptions
on fast ion transport provide the main results for the
following analysis. Runs assuming classical transport are
used as reference and set an upper limit for quantities
such as fast ion density, neutron rate and stored energy in
the absence of enhanced EP transport. Runs with the ad-
hoc diffusive model and the kick model are iterated until
satisfactory agreement between simulated and measured
neutron rate is achieved, see Fig. 3. Free parameters for
the two models are the assumed Db and mode amplitude,
respectively.

A. EP distribution function

A first comparison for the fast ion distribution as func-
tion of energy and pitch (p ≡ v‖/v, ratio of parallel to
total fast ion velocity) is shown in Fig. 4. NB injection
energy is E0 = 90 keV in the co-current direction, with
about 50% of the injected neutrals populating the E0/2
and E0/3 energy components. After the injected neutrals
are ionized, the resulting fast ions slow down in energy
and spread in pitch until they are either lost or thermal-
ized.

The addition of enhanced radial diffusivity causes a
net depletion in the fast ion population, which appears
in the energetic particle distribution function FEP as an

FIG. 4: Fast ion distribution computed by NUBEAM at
t ≈ 300 ms assuming classical fast ion physics and enhanced
transport through the ad-hoc Db and kick models. Normal-
ization factor is the same for all distributions.

overall reduction over the entire energy and pitch range
(Fig. 4b). If phase space modifications are then intro-
duced through the kick model, more significant differ-
ences from the classical case arise (Fig. 4c). The distri-
bution broadens significantly at lower energies for insta-
bilities that mainly act on strongly co-passing particles
with pitch p ∼ 1. This populates regions that are oth-
erwise poorly populated, such as trapped and stagnation
orbits around p ∼ 0.

From analysis with the ORBIT code, TAE modes ob-
served in NSTX discharge #139048 have stronger reso-
nances with co-passing fast ions. For example, Fig. 5 il-
lustrates the kick probability p(∆E,∆Pζ) resulting from
the ntor = 4 perturbation shown in Fig. 2 for ions with
energy 75 keV. Resonant wave-particle interactions have
increasingly stronger effects as µ → 0, corresponding to
|p| → 1 (i.e., strongly co- or counter-passing particles).
Almost no interaction occurs for trapped particles.

The relative change in FEP as predicted by the two
models is shown in Fig. 6. The ad-hoc diffusivity pushes
particles over a broad range of pitch, from regions pop-
ulated by NB injection at p > 0.6 towards regions of
the (E, p) space where no particles are observed in the
classical run (cf. Fig. 4a). The kick model leads to more
localized depletion around the injection pitch. The region
p < 0.4 seems unaffected by the enhanced transport, and
features a larger increase than in the case of enhanced Db.
For both cases, a broad energy range is affected. This is
intrinsic in the ad-hoc diffusivity model, which has no
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FIG. 5: Example of phase space for E = 75 keV fast ions for
NSTX discharge #139048 at t ≈ 300 ms. Regions correspond
to (1) co-passing, (2) counter-passing, (3) trapped, (4) potato
and (5) stagnation orbits [25]. Colored regions indicate the
root-mean-square energy kicks, ∆Erms, computed by ORBIT
for a ntor = 4 TAE mode.

energy discrimination in its implementation used in this
work. For the kick model, this is a result of the large
number of resonances from multiple modes that form a
dense net in phase space [32].

Additional details on the changes in distribution func-
tion from the three runs are presented in Fig. 7. FEP
modifications remain small at energies E ≈ 80 keV, near
the injection energy. Here the EP population is con-
tinuously replenished by NB injection, and the source
term dominates in the distribution function evolution.
At lower energy, E ≈ 20 keV, significant differences in
the temporal evolution of FEP are apparent from the de-
parture of average pitch and its broadening with respect
to classical simulations.

The ad-hoc Db and kick models differ in predicting
the average pitch and the width of the distribution (here
quantified as broadening in pitch). Moreover, the kick
model shows larger variability in time, depending on the
mix and relative amplitude of the modes included in the
computation of the kick probability matrix at each spe-
cific time.

B. Integrals of FEP : fast ion density, losses and NB
power to thermal plasma

The effects of modifications of FEP and its tempo-
ral evolution propagate to other quantities in whole-
discharge simulations, as can be appreciated from Fig. 8.
The depletion of the distribution function caused by
enhanced transport directly transfers to a reduction in
the fast ion density, nb, obtained by integrating FEP
over phase space. The radial density gradient also de-

FIG. 6: Relative change of the fast ion distribution func-
tion (same shown in Fig. 4) caused by instabilities. Fast ion
transport is computed using (a) ad-hoc Db model and (b) kick
model.

creases, indicating a flattening of the radial fast ion pro-
file (Fig. 8a). A significant flattening with respect to
classical simulations is predicted by both transport mod-
els, with shorter time-scale variations resulting from the
kick model in response to spikes of the mode amplitude.

Reduced density is accompanied by enhanced EP losses
from the core plasma, see Fig. 8b. The two models pre-
dict comparable losses during the initial ≈ 200 ms of the
discharge. Mode activity is dominated by n = 1, 2 AEs
in the kick model during this time. After t ≈ 200 ms, di-
rect losses computed using the kick model gradually de-
crease toward the classical level. In this case, transport
in phase space mainly results in energy redistribution to
lower energies and in enhanced charge-exchange losses
for particles orbiting through the plasma edge. The ad-
hoc diffusive model lacks of energy dependence for Db,
and therefore the only channel for transport is to increase
the losses from the plasma. This is visible from the large
spikes in fast ion losses in Fig. 8b.

Fast ions that are not lost during slowing-down will
eventually transfer power to the thermal plasma and
thermalize. Focusing on the NB power transferred to
the electrons, see Fig. 8c, results are comparable for the
two models. Consistently with the reduced loss rate from
Fig. 8b, the kick model predicts a slightly larger power
transferred to the electrons after t ≈ 250 ms than the ad-
hoc diffusive model. Although the difference may appear
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FIG. 7: Time evolution of the average pitch, < p > (solid
lines), and average pitch broadening, < ∆p > (dashed lines).
Colors refer to classical runs (blue) and enhanced fast ion
transport using the ad-hoc Db (green) or kick (red) models.
Panels refer to (a-b) 75 < E < 85 keV fast ions and (c-d)
15 < E < 25 keV fast ions at two different normalized radii,
ρ = 0.1 and ρ = 0.5.

small, it can still have a significant impact on power bal-
ance and thermal transport analyses based on TRANSP
results, since local values as a function of radius can vary
substantially [33].

To conclude this Section, there is evidence that the
use of a specific transport model can result in significant
differences for the predicted fast ion distribution func-
tion. Those differences can propagate to integral quanti-
ties such as EP radial density profile and loss rate. More
subtle variations can also result from the models, such as
NB power transfer to the thermal plasma and its radial
deposition profile. (More example of integral quantities
computed through the ad-hoc Db vs kick model can be
found in a separate work, cf. Ref. [33]). The following
Section shows how the additional information made avail-
able by the phase space-resolved transport model can be
a powerful tool to assess the consistency of the underly-
ing EP transport assumptions. New physics insight can
also be gained, for example, on the instabilities causing
the enhanced transport.

C. Consistency of the results from AE power
balance analysis

Consider a mode interacting resonantly with some por-
tion of the EP distribution function. For the mode to be
unstable, a net positive power must be transferred from
the interacting fast ions to the mode, causing the mode
amplitude to increase. A simple expression for the time
evolution of the mode energy, Ew, is

∂Ew
∂t

= PEP − 2γdampEw (2)

FIG. 8: (a) Radial gradient of the fast ion profile around ρ =
0.5 for classical simulations (blue) and assuming enhanced
transport through ad-hoc diffusivity (green) and kick model
(red). (b) Total fast ion loss rate for the three cases. (c)
Total fast ion power damped on the thermal electrons through
slowing-down.

where PEP is the power from the fast ions to the mode
and γdamp the mode’s damping rate.

At small mode amplitude (proportional to
√
Ew), the

feedback of the mode on the EP distribution is negligible,
so that PEP ≈ constant and Ew grows exponentially in
time. After this initial linear phase, the mode starts to
affect the region of phase space in which interaction oc-
curs, pushing particles outside that region. This implies
that PEP (which is now a function of Ew, in this non-
linear phase) decreases, eventually leading to saturation
with Ew ≈ PEP (Ew)/2γdamp.

The mode evolution for a real case can be more compli-
cated. Each mode can interact with multiple phase space
regions, since several resonances can be present even for
a single mode. In addition, PEP also depends on EP
sources (e.g. from NB injection and EP slowing down)
that replenish the fast ion distribution regions depleted
by the interaction with the mode. Moreover, the mode
damping rate γdamp can vary in time. All this leads to
a dynamical balance between mode drive and damping,
whether the latter is through damping on the thermal
plasma or effective damping by depletion of particles in
the resonant phase space regions.

Given all the complications that are present in a real
case, it seems plausible to assume that a necessary con-
dition for a mode to be unstable and to reach saturation
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FIG. 9: Example of power transferred from the fast ions
to a ntor = 4 TAE mode, as computed by the kick model.
Mode amplitude is swept with a triangular waveform for
0 ≤ Amode ≤ 1.5. Note the initial increase and successive roll-
off of PEP,j(Amode), eventually leading to a negative power
when the mode amplitude exceeds the inferred saturation am-
plitude, Asat

mode ≈ 0.9 in normalized units.

is given by

PEP (Ew) & 0 for Ew > 0 (3)

where PEP (Ew) ≈ 0 for finite Ew is the minimal condi-
tion in the limit γdamp → 0. (A finite γdamp will increase
the power PEP required to sustain a finite mode ampli-
tude).

The kick model does compute the power PEP,j ex-
changed between fast ions and each of the j = 1 . . . N
modes provided as input. An example is shown in Fig. 9
for the ntor = 4 TAE mode shown in Fig. 2. To pro-
duce those data, the (normalized) mode amplitude was
scanned in the range 0 ≤ Amode(t) ≤ 1.5 with a trian-
gular waveform over time windows of ∼ 50 ms. Note
the roll-over of PEP as the amplitude is increased above
Amode ≈ 0.5. Eventually, PEP becomes negative indicat-
ing that the un-physical condition for which the mode
transfers power back into the EP population is achieved.
For this example, the saturation amplitude would then
be Amode ≈ 0.9 assuming γdamp = 0.

Combined with the condition in Eq. 3, the knowledge
of PEP,j(t) provides a powerful tool to verify that the
assumptions made in the kick model (e.g. mode am-
plitude, kick probability) are indeed consistent with the
modeled FEP evolution. The computed values of PEP,j
for the dominant ntor = 2, 4, 6 TAEs used in the simu-
lations discussed in the previous Sections are shown in
Fig. 10. A first observation is that dominant modes can
be identified. In this case, the ntor = 4 TAE accounts for
most of the fast ion power going to the modes, followed
by the ntor = 6 mode. The contribution of the ntor = 2
mode appears negligible. Overall, all three modes are
characterized by a net positive power, except for short
time windows. This indicates that their mode structure
and amplitude, combined with the calculated kick prob-
abilities p(∆E,∆Pζ), are consistent with the modeled
scenario.

It is important to note that consistency encompasses
all the modes, rather than a single mode. For exam-
ple, Fig. 10b compares the values of PEP,j for the same

FIG. 10: Power PEP,j from fast ions to TAE modes with
ntor = 2, 4, 6 computed by the kick model. Panel (b) shows a
comparison of PEP,j from multi-mode vs. single-mode simu-
lations.

ntor = 4 mode when all other modes are included (re-
ferred to as multi-mode case) with values obtained ex-
cluding the other modes (single-mode case), i.e. Amode
is set to 0 for all other modes. It can be seen that PEP,j
varies considerably for the two cases, which indicates that
there exist mutual effects between the selected modes.
This can be understood in terms of phase-space overlap
of resonances from different modes, which cause instabil-
ities to interact with the same groups of particles. The
effects are not negligible and can result in significant vari-
ations in the computed profiles. Figure 11 shows the ra-
dial fast ion profiles at two different times for the multi-
and single-mode cases. When only the ntor = 4 TAE
is retained, depletion in the fast ion density is much re-
duced. In some cases (e.g. at t ≈ 190 ms in the figure)
the absence of other instabilities causes PEP,j to become
negative, which results in an unphysical steepening of the
profile. Removing the synergy with the other TAEs, the
ntor = 4 mode would therefore be stable at that time.

V. SUMMARY AND CONCLUSIONS

Results on EP distribution function predictions
through integrated simulations from two fast ion trans-
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FIG. 11: Fast ion density profile at two different times from
multi- vs single-mode simulations, cf. Fig. 10b. Note the
steepening of the density at t ≈ 190 ms for the single-mode
case, which indicates inconsistency of the assumptions on
mode amplitude at that time if all other modes are removed
from the simulation.

port models have been compared for a NSTX discharge
featuring robust Alfvénic activity. It is concluded that re-
taining phase space effects does indeed lead to significant
variations in the EP distribution and its temporal evolu-
tion, which are not captured by simple diffusive models.

Effects of the distortion of the EP distribution can
propagate to integral quantities such as radial EP density,
loss rate and power damped to the plasma through ther-
malization. Although the radial profile of those quan-
tities is quite model-dependent, differences between the
two models eventually reduce as further integrations over
minor radius are performed, e.g. to compute the total
neutron rate or stored energy.

Clearly, more sophisticated transport models, such as
the kick model discussed herein, can provide valuable in-
formation to assess the consistency of the simulations.
For example, the computed power exchanged between
fast ions and instabilities can be used as an indicator to
verify the initial assumptions on the modes responsible
for enhanced EP transport and the overall consistency of
the simulations.

The improved treatment of EP transport by instabili-
ties can make integrated simulations more reliable, at the
expenses of increased complexity of the underlying anal-
ysis of instabilities and their stability properties. The fi-
nal choice between EP transport models used in the sim-
ulations should therefore be based on the expectations
for simulation’s output - in short, whether global per-
formance indicators (e.g. neutron rate, stored energy or
overall NB-CD efficiency) or more details on quantities
such as EP distribution function and/or radial profiles
EP-related quantities are required.
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