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Steady State Turbulent Transport in Magnetic Fusion Plamsas∗

W. W. Lee, S. Ethier, R. Kolesnikov, W. X. Wang and W. M. Tang

Plasma Physics Laboratory, Princeton University, Princeton, NJ 08543

For more than a decade, the study of microturbulence, driven by ion temperature gradient

(ITG) drift instabilities in tokamak devices, has been an active area of research in magnetic

fusion science for both experimentalists and theorists alike. One of the important impetus

for this avenue of research was the discovery of the radial streamers associated the ITG

modes in the early nineties using a Particle-In-Cell (PIC) code. Since then, ITG simulations

based on the codes with increasing realism have become possible with the dramatic increase

in computing power. The notable examples were the demonstration of the importance of

nonlinearly generated zonal flows in regulating ion thermal transport and the transition from

Bohm to GyroBoham scaling with increased device size. In this paper, we will describe

another interesting nonlinear physical process associated with the parallel acceleration of

the ions, that is found to play an important role for the steady state turbulent transport. Its

discovery is again through the use of the modern massively parallel supercomputers.

I. INTRODUCTION

For the past fifteen years, the studies on Ion Temperature Gradient (ITG) drift instabilities

in tokamak devices have been a very active area of research in the magnetic fusion community,

contributed by both the theorists and the experimentalists. In this paper, we will only focus on the

activities carried out by the researchers using modern supercomputers in simulating ITG modes via

Particle-In-Cell codes in a global environment and their discovery of important nonlinear physics

responsible for the resulting thermal transport. This understanding is vital for the development in

the future of a predictive capability to assess the performance of ITER - an international magnetic

fusion project under construction in southern France, for which the US is an important partner.

During the period of time mentioned here, after the discovery of the elongated radial structures as-

sociated with the ITG modes (streamers) in the early nineties [1], the importance of 1) the E×B

nonlinearity for the spatial trapping and de-trapping of the resonant particles [2, 3], 2) the genera-

tion of zonal flows [4, 5], and 3) the energy cascade through mode-coupling processes in toroidal

geometry [6] have been recognized through high performance computing. However, it is not un-
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til recently, with the enormous increase in computational power, that we have the opportunity to

examine the role played by the nonlinearity associated with the acceleration of the particles in the

velocity space due to the perturbed fields. It is found that this particular nonlinearity, which has

mostly been ignored in the fusion community, plays an important role for the generation of zonal

flows and the ensuing steady state ion thermal transport. The discovery of this important non-

linear physics was made possible only through the use of the most advanced computer platforms

available to us such as such as the 6,080-processor IBM SP (Seaborg) at the National Energy Re-

search Scientific Computing Center (NERSC) in Berkeley, CA at the earlier stage of this study

[http://www.nersc.gov] and, more recently, the 22,000-core Cray XT3/4 (Jaguar) at the National

Center for Computational Sciences (NCCS) in Oak Ridge, TN [http://www.nccs.gov]. In this pa-

per, we will discuss the underpinning physics associated with this nonlinearity and its possible

impact on turbulence research for burning plasmas in devices such as ITER.

The microturbulence simulation in the magnetic fusion community has a long history of tak-

ing the full advantage of the advances in modern supercomputing. The first simulations of ITG

modes were carried out on the then state-of-the-art supercomputer, the Cray C90 at NERSC, using

one million particles for simulating a tokamak discharge [1]. As mentioned earlier, the finger-

like elongated streamers were observed in the linear stage of the development. However, they

were eventually broken up by the turbulence. The measured wavenumber spectra in the turbulent

steady state in both the radial (kr) and poloidal (kθ) directions agreed with those observed in the

tokamak experiments [7] on the Tokamak Fusion Test Reactor (TFTR) at PPPL. Specifically, the

kr-spectrum was peaked at kr = 0 with a width of krρi ≈ 0.15, and kθ-spectrum was peaked at

kθρi ≈ 0.15 with a width of kθρi ≈ 0.15 as well. Here, ρi is the ion gyroradius. The resulting

poloidal spectrum was the result of a downward shift from its peak at kθρi ≈ 0.5 in the linear

stage. These results were one of the first early examples of physics validation between the simu-

lation results and the experimental data for turbulent transport in tokamaks. With the increase in

computing power, the importance of nonlinearly generated zonal flows for the evolution of ITG

turbulence was further demonstrated by the Gyrokinetic Totoidal Code (GTC) using 100 million

particles on the Cray T3E at NERSC [5]. This new physics of zonal flow has been the focus of

intense investigation in fusion research ever since, see, for example [8, 9]. Another important dis-

covery using PIC simulation is the transition from Bohm scaling (χi ∝ 1/B) to GyroBohm scaling

(χi ∝ 1/B2) using up to 1 billion particles on the IBM SP3 at NERSC [10], where χi is the ther-

mal diffusivity for the ions and B is the magnitude of the external magnetic field. This transition
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occurs when the minor radius of a tokamak is substantially larger than ρi. The GyroBohm scaling

is, of course, a good news for the magnetic fusion, since it has a better confinement property. From

the simulation point of view, within a ten year span, we have been able to increase the number of

particles in the simulation by three orders of magnitude. In doing so, we have greatly improved

our understanding of turbulent transport in tokamaks.

The objective of the present paper is to investigate the effects of the velocity space nonlinearity

on the physics associated with ITG turbulence described above with particular emphasis on its

effects on zonal flows and scaling trends. We will demonstrate that the increase in computational

power indeed goes hand in hand with the increase in scientific understanding and discovery.

II. THE GOVERNING EQUATIONS

The governing equations of the simulation are based on the gyrokinetic Vlasov-Poisson equa-

tions [11, 13]. In terms of the gyrokinetic units of Ωi(≡ eB/mic), ρs(≡
√
Te/Tiρi) for time and

space, and eφ/Te for the perturbed potential, where ρi is the ion gyroradius, they can be written as

∂Fα

∂t
+
dR

dt
· ∂Fα

∂R
+
dv‖
dt

∂Fα

∂v‖
= 0, (1)

where F is the phase space distribution in the gyrocenter coordinates of (R ≡ x − ρ, µB, v‖), α

denotes species, x is the usual spatial coordinate, ρ is the gyroradius,

dR

dt
= v‖b̂ + vd −

∂φ̄

∂R
× b̂, (2)

dv‖
dt

= −b̂∗ ·
(
v2
⊥
2

∂

∂R
lnB +

∂φ̄

∂R

)
, (3)

µB ≡
v2
⊥

2B
(1− v‖b̂ ·

∂

∂R
× b̂) ≈ const., (4)

b̂∗ = b̂ + v‖b̂× (b̂ · ∂

∂R
)b̂,

vd = v2
‖b̂× (b̂ · ∂

∂R
)b̂ +

v2
⊥
2

b̂× ∂

∂R
lnB,

where b̂ is the unit vector in the direction of the external magnetic field, ‖ and ⊥ are the direc-

tions parallel and perpendicular to b̂, respectively. The transformation between the gyrocenter

coordinates R and the usual particle coordinates x associated with a gyroradius ρ yields

φ̄(R) = 〈
∫
φ(x)δ(x−R− ρ)dx〉ϕ,
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where 〈· · ·〉ϕ is the average over the gyro-angle ϕ. The corresponding gyrokinetic Poisson’s equa-

tion [11] becomes

τ [φ(x)− φ̃(x)] = −n̄i(x) + ne(x), (5)

where

φ̃(x) ≡<
∫
φ̄(R)Fi(R, µ, v‖)δ(R− x + ρ)dRdµdv‖ >ϕ

is the second average of the gyro-phase angle ϕ on the LHS of the equation, which transforms the

φ̄(R) back to the usual coordinates in x. On the RHS, the densities are defined as

n̄α(x) = 〈
∫
Fα(R)δ(R− x + ρ)dRdv‖dµ〉ϕ, (6)

where µ ≡ v2
⊥/2. Numerically, the transformation between R and x can be accomplished through

a 4-point average process valid for k⊥ρi ≤ 2 [15]. The δf method, based on the multiscale

expansion between the background and perturbation [14] and utilized for the simulations reported

in the present paper, is based on Eqs. (2), (3), (4) and

dw

dt
= −(1− w)

(
κ
∂φ̄

∂R
× b̂ · r̂ +

Te

Ti

(v‖b̂ + vd) ·
∂φ̄

∂R

)
, (7)

where κ = κn − (3/2 − v2/2v2
ti)κTi is the background inhomogeneity with κn ≡ 1/Ln and

κT ≡ 1/LT . [Note that the ion acoustic speed cs is unity in these units.] The perturbed distribution

is defined as

δfα =
N∑

j=1

wjδ(R−Rαj)δ(µ− µαj)δ(v‖ − v‖αj),

where N is the total number of particle ions in the simulation, Fα = Fα0 + δfα, Fα0 is the

background Maxwellian with
∫
Fα0dx = 1,

w ≡ δfα/Fα (8)

and Fα ≡ δfα(wj = 1). For the adiabatic electron model, we only follow the evolution of the ion

distribution function in time and assume that

ne(x) = 1 +

 φ(x), (m,n) 6= (0, 0),

0, (m,n) = (0, 0),
(9)

(m,n) are the poloidal and toroial mode numbers, respectively. The approximation used for ne is

adequate for the studies described in the present paper and n̄i is given by Eq. (6), where n̄i0 = 1.
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For the modes with (m,n) 6= (0, 0), Eq. (5) can be solved using an iterative scheme [16], whereas,

for (m,n) = (0, 0), the gyrokinetic Poisson’s equation can be simplified for k2
⊥ρ

2
i � 1 as

∇2
⊥φ = −n̄i + ne. (10)

We should remark here that both Eqs. (5) and (10) are two-dimensional equations perpendicular

to the magnetic field.

The parallel nonlinearity, which is taken into account in the present studies, is the last term

on the right hand side of Eq. (3). This term has mostly been ignored in the microturbulence

community. However, without this term, the energy conservation cannot be satisfied in the simu-

lation [12, 13]. The only other nonlinearity in the simulation, the last term on the right hand side

of Eq. (2), called the E × B nonlinearity, which is the nonlinear term most focussed on by the

fusion community, since it is responsible for the generation of zonal flows which, in turn, gives

rise to the nonlinear saturation of ITG turbulence and it also regulates the steady state transport by

breaking up the streamers. We will show in this paper that the nonlinear generation of zonal flows

is also greatly influenced by the velocity space nonlinearity.

III. THE SIMULATION CODE

The gyrokinetic toroidal code (GTC) [5] is a particle-in-cell (PIC) code in global geometry

based on the gyrokinetic Vlasov-Poisson equations, Eqs. (1)-(10), where the gyrophase averages

associated with 〈· · ·〉ϕ were carried out by representing a gyrokinertic particle as a charged ring

[15], and an iterative scheme [16] was used to solve the integral part of the gyrokinetic Poisson’s

equation, Eq. (5), for (m,n) 6= (0, 0) modes and a direct one-dimensional ODE solver in the radial

direction was used for (m., n) = (0, 0) mode for the zonal flows, both in the configuration space.

Since the electrons are assumed to be adiabatic, we only push the ions in the code. The code uses

the magnetic coordinates (ψ, θ, ζ) to describe a tokamak with a circular cross section, where the

concentric flux surfaces are represented by ψ(r) in the radial direction, and θ and ζ are the poloidal

and toroidal angles, respectively. On the poloidal plane, a 2D mesh with a uniform but unstrucured

grid in ψ and θ is used with ∆ (mesh size) ≈ ρi (ion gyroradius). The code also uses a global field

aligned mesh [10, 17], taking advantage of the basic property of microturbulence in tokamaks, i.e.,

k‖ � k⊥. As such, the resolution in the toroidal direction is closely related to the resolution in

the poloidal direction resulting in a reduction in number for the toroidal grid [10, 18, 19]. A slight
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shift of the field lines is then needed in order to match the mesh in the code [10, 20].

Computationally, the code uses one dimensional domain decomposition in the parallel direction

for the grid and an additional uniform particle partitioning within each toroidal domain, both im-

plemented with the MPI communication library. Shared memory parallelism is also implemented

at the loop level using OpenMP directives, but only for shared memory systems that support multi-

threading. GTC has been optimized to run efficiently on MPP platforms [20] and the latest results

are shown in Fig. 1, where the vertical axis gives the number of particles (in millions) that one

can push in one second (wall clock) in one time step and the horizontal axis is the number of

processors. This is the so-called weak scaling, where we increase the number of particles in the

simulation for a fixed size problem in the 3D configuration space. As one can see, the scaling

remains excellent for thousands of processors on various machines, notably Jaguar at ORNL and

Blue/Gene/L at IBM Watson. In view of the recent success in the implementation of a second

domain decomposition in the radial direction for the GTC grid [21], we believe that this type of

scaling will persist for petaflop computing platforms in the future and make gyrokinetic PIC codes

a viable tool for plasma simulation for ITER (http://www.iter.org/) - an international collaborative

project in France with the US as a major partner. To that end, a new global gyrokinetic PIC code

(GTS) in general geometry for shaped plasmas which is capable of handling the interface with

actual experiments has recently been developed and optimized for the MPP platforms [19].

FIG. 1: GTC performance on massively parallel computers.
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IV. THE SIMULATION RESULTS FOR ION TEMPERATURE GRADIENT (ITG) DRIFT

TURBULENCE

As mentioned earlier, simulation studies for ITG modes in tokamaks have been a well-

researched area since the early nineties. However, the nonlinear evolution and the steady state

transport associated with the ITG turbulence are still not well understood. The present paper is

intended to shed some light on the related physics using the most up-to-date computing resources

available to us. Let us first carry out simulations based on the most complete physics model includ-

ing all the relevant nonlinearities, i.e., the E×B nonlinearity and the velocity-space nonlinearity.

We would like to show that both of these terms are responsible for the observed steady state ion

thermal flux for a collisionless plasma. Another related issue is the intrinsic discrete particle noise

in PIC codes, which has drawn widespread attention in the fusion community. Specifically, the

claim [22], among other things, was that the noise could suppress the steady state flux in ITG tur-

bulence simulations for tokamaks. Although this assertion was contrasted by a later paper based

on a self-consistent calculation by extending the fluctuation-dissipation theorem to a nonlinear

saturated system [23], the most straightforward way to resolve this issue is to carry out conver-

gence studies in terms of number of particles for the ITG simulations using GTC. Nevertheless,

we should mention here that the new study [23] has found that the signal of the relevant modes

are order of magnitude higher than the noise in simulation under normal circumstances and no ev-

idence has been found to backup the original assertion [22] that the numerical noise in the shortest

wavelength modes can pollute the relevant long wavelength modes in the simulation.

The relevant (Cyclone-based [24]) parameters have been used for the simulation with 64

toroidal grid points for a/ρi = 125 on each poloidal plane, where a is the minor radius of the

tokamak. Thus, the shortest wavelength modes that can be resolved in the code are of the or-

der of k⊥ρi ≈ 1. The other parameters are: n0 = 10, 100, 400, 800 (number of particles per

cell) , R/LT = 6.9, R/a = 2.79, Ln/LTi = 3.13, Ωi∆t = 7.6 and Te/Ti = 1, where R is

the major radius and ∆t is the time step. The radial profile of the inhomogeneity is given by

(1/L)e−[(r−rc)/rw]6 , where L represents either the temperature scale length LTi or the density scale

length Ln with rc/a = 0.5 and rw/a = 0.35. All these runs have been conducted by taking into

account of all the physics described in Eqs. (1) - (10), including the nonlinearly generated zonal

flows and the velocity space nonlinearity.

The simulation results for t = 0 − 900a/cs for 15, 000 time steps are shown in Fig. 2 with
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solid yellow, blue, red and black lines representing the time evolution for cases using 10, 100,

400 and 800 particles per cell, respectively, where cs(≡
√
Te/mi) is the ion acoustic speed and the

corresponding gyroradius is ρs(≡
√
Te/Tiρi). These figures describe the time evolution of the ITG

turbulence from the linear growth stage to the ”sudden” nonlinear saturation (t ≈ 0−150a/cs), the

transition period (t ≈ 150− 300a/cs), and, finally, the turbulent steady state (t > 300a/cs), where

various colors correspond to the cases of using various number of particles in the simulation. While

the linear growths of these ITG modes are well understood, the phenomenon of ”sudden” nonlinear

saturation, which has been observed in many previous simulations under different circumstances,

e.g., [25–27], remains puzzling. (We will elaborate more on this phenomenon later.) In Fig 2(a),

the resulting ion thermal diffusivity is shown, where the steady state value is converged to about

χi ≈ 0.5csρ
2
s/a in the GyroBohm unit, except for the case of 10 particles per cell (yellow), where

the ion thermal diffusivity is enhanced. Most interestingly, the high frequency numerical noise

associated with this case is evident in Fig. 2(a). This noise level for the simulation plasma can be

estimated by
√
〈w2

j 〉/N [28], where N is the total number of particles in the simulation and wj

is the weight of the jth particle, Eq. (7). The time rate of change of the volume-averaged square

weights for the particles, 〈∑N
j=1w

2
j 〉, as shown in Fig.2 (b), gives us another way to measure χi.

This quantity is related to the entropy production as first pointed out in Ref. [2], wherew(≡ δf/F )

in Eq. (8) is related to the volume-averaged thermal flux as

∂

∂t

N∑
j=1

(1− α/4)w2
j = κTi〈Qir〉,

where α ≈ 1 is related to the velocity space nonlinearity, i.e., the last term on the right hand side

of Eq. (3), κTi denotes ion temperature inhomogeneity and

〈Qir〉 ≡
1

N

N∑
j=1

wjv
2
jvExB · r̂

is the ion thermal flux and is related to the ion thermal diffusivity through χi = 〈Qir〉/(κTi +

κn). Again, Fig 2(b) shows two distinct linear and nonlinear stages of the thermal transport.

Moreover, all the runs are converged except for the case with 10 particles per cell (yellow), where

the signature of discrete particle noise is apparent, i.e., the steady state flux is higher. In Fig.

2(c) the field energy measured in terms of eφ/Te is shown, where the particle noise apparently

enhances the fluctuation level (yellow). The time evolution of the zonal flow amplitude expressed

in term of vExB/cs as given by Fig. 2(d) indicates that the discrete particle noise can give rise to

artificial damping of the zonal flows. On the other hand, when a sufficient number of particles
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(a) (b)

(c) (d)

FIG. 2: Particle number convergence studies for the ITG simulations: time evolution for (a) ion thermal

diffusivity, (b) particle weights, (c) field energy, and (d) zonal flow amplitude for cases with 10 (yellow),

100 (blue), 400 (red), and 800 (black) particles per cell.

is used in the simulation, both the field energy and the zone flow amplitude reach a well defined

steady state.

One interesting aspect of these results is the sharp drop of χi after the nonlinear saturation as

shown in Figs 2(a) and 2(b), which has also been observed in other PIC simulations [25, 27] as

well as the continuum simulations with a high velocity space resolution [26]. This property seems

to be reasonable since the phase difference between the fluctuating potential φ and the perturbed

ion density δn̄i, which gives rise to the observed χi, vanishes suddenly at the saturation and the

ion thermal flux drops precipitously in the simulation until the system settles into a new nonlinear

relationship between these two quantities in the steady state. However, this unique property did

not show up in some of the continuum simulations of ITG modes, which may be related to the use

of a coarse velocity space grid [29].

The enhanced fluctuations of φ(n = 0,m = 1) GAM modes [30] in the simulations reported

here have been also observed and the details will be reported elsewhere. In all, we believe that these
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high resolution particle simulations of ITG modes, made possible by the availability of the modern

day supercomputers, can put to rest the controversy of discrete particle noise in PIC simulations,

we hope. The recent assertion that particle noise will come back once the weights of the particles

become large is also misleading. Once Landau damping becomes effective in the simulation,

usually after a very short transient period in the beginning of the simulation, particle noise can

only reside in the normal modes of the simulation plasma and would have negligible effects on

physically relevant modes, which are long wavelength modes. The only time particle noise can

actually affect the simulation is at the beginning of a conventional (total F) PIC simulation, where

the particle random walk caused by the noise can nullify the delicate wave-particle interactions

through resonance broadening [15]. As shown in Fig. 2(a), the average particle weight is roughly

0.3 at the end of the simulation. It is conceivable that one can run the simulation until the average

particle weight is unity. This happens when an average particle diffuses a distance equivalent to

the density or temperature scale lengths, Ln or LT , of the background inhomogeneity as given by

Eq. (7). At this point, the weight will stop growing and the two-scale expansion approximation

for the δf method [14] is no longer valid. At any rate, if this becomes a problem in the future, one

can always use the recently developed coarse-graining method [31].

In this section, we have presented some of the important convergence issues related to ITG

turbulence simulations. Let us now turn our attention to the relative importance of the various

nonlinearities responsible for ITG turbulence and it is the topic for the next section.

V. NONLINEAR PHYSICS: DISCOVERY THROUGH COMPUTING

As mentioned earlier, there are two important nonlinear terms governing the nonlinear behav-

ior of the ITG modes, i.e., the E × B term and the parallel acceleration term in Eqs. (2) and (3),

respectively. In this paper, through a series of large scale simulations using the most advanced

supercomputers, we will show that both of these terms are important in the steady state ITG tur-

bulence, especially when the simulation size is large. This observation, made possible through the

availability of high performance computing using a global gyrokinetic PIC code, could have an

important impact on our simulation of ITER plasmas in the future.

Let us first re-visit the simulations related to Fig. 2 by using 10 - 20 particles per cell with

32 toroidal planes. By turning on and off the two pieces of nonlinear physics, we have found

that the peak χi changes dramatically as shown in Fig. 3(a), with the case without either the
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FIG. 3: (a) Ion thermal flux for a/ρ = 125 in the pesence of various nonlinearities, (b) Zonal flow structure,

(c) Nonlinear velocity space distribution, and (d) Zonal flow with particle conservation.

nonlinearly generated zonal flows and the velocity space nonlinearity (red) being much higher

at the saturation than the case with both nonlinear physics turned on (black). The run with the

presence of the zonal flows, but not with the velocity space nonlinearity (yellow), which is the

most prevalent model in the fusion community, is about 50% higher than the case with both terms

on (black) at the peak. Moreover, without the presence of zonal flows, the difference is small

whether the nonlinear velocity space term is present (blue) or not (red). However, in the nonlinear

steady state, all four cases converges to roughly the same level of ion thermal diffusivity as before

shown in Fig. 2. This observation for the steady state flux is very similar to that from an earlier

study on the effect of this parallel nonlinearity [32]. Furthermore, these new results of ours also

validate the earlier global ITG simulations without including the zonal flow physics [1, 25]. In

Fig. 3(b), a comparison of the of the radial zonal flow pattern with (red) and without (black) the

parallel nonlinearity near the end of the simulation is given. It shows that the zonal flow is global

in nature with this extra nonlinearity, and is local without it. This property was first observed by
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Villard et al. [33] and it calls into question if one can treat the zonal flows as local short wavelength

phenomena. As expected, by activating the parallel nonlinearity, the volume-averaged perturbed

distribution, < δf00 > [≡ ∑N
j=1wjδ(v‖ − v‖,j)] shows a very broad resonance region that covers

a range of ±2vti at the end of the run as shown in Fig. 3(c), which corresponds to a turbulence-

generated parallel flow of v‖/vTi ≈ 2.5%. Of course, this flow would vanish without the parallel

acceleration. Another interesting question concerning the δf method is that particle conservation

is difficult to enforce, which may affect the behavior of the zonal flows. We have carried out

a simulation run by setting
∑N

j=1wj = 0 and evenly distribute the non-conservation error to all

the particles at every time step. The actual difference between with (blue) and without (red) the

conservation is rather small as indicated in Fig 3 (d).

Next, let us examine the runs for a larger tokamak with a/ρi = 250 using 40 particles per cell

and 64 toroidal planes, where both the minor radius and the toroidal planes are twice as many as

those for the cases in Figs. 2 and 3 . With 1/2 billion particles used in the simulation, these are

moderately expensive runs. The results are given in Fiq. 4 (a), where the black line represents

the case with both nonlinearities, the yellow line for the case with the zonal flows, but no parallel

acceleration, the blue one for the case without the zonal flows, but with the parallel nonlinearity,

and the red one for the case without any of the nonlinear effects. With both of the nonlinearities

on, the ion thermal diffusivity represented in black reaches the steady state the fastest at the lowest

level. The case in yellow is higher in the transition region, but it eventually comes to the same level

as the case in black. The case in red corresponds to the results presented in Refs. [1, 25] with a

(a) (b)

FIG. 4: (a) The time evolution of the ion thermal flux for a/ρ = 250 in the presence of various nonlinearties,

and (b) the time evolution of the zonal flows pattern for the cases including only the nonlinearly generated

zonal flows with (black) and without (yellow) the velocity space nonlinearity
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much higher level of steady state ion thermal flux, which is expected and was similar to those first

pointed out in Ref [5]. The unexpected result is the case with the parallel nonlinearity but without

the zonal flows. As shown in blue, it runs into numerical instability. Overall, these results are quite

different from those given in Fig. 3, and the only real change in this case is the size of the tokamak

in the simulation. The time evolution of the amplitude of the zonal flows for the cases with and

without the velocity space nonlinearity is shown in Fig. 4 (b) in black and yellow, respectively.

The difference of nearly an order of magnitude in zonal flow amplitude between these two cases

in the nonlinear state is quite significant. A better theoretical understanding is urgently needed for

a supposedly small nonlinear term, that was ordered out in the Frieman-Chen equation [34], but

was kept by others [11–13] for the energy conservation purpose, that can have such an impact on

the steady state turbulence. Our interpretation will be given later.

We have also studied the case with a/ρi = 500 with basically the same parameters as the

previous case, i.e., with 40 particles per cell and 64 toroidal planes. But, now we have 2 billion

particles in the simulation. Interestingly, all the cases failed due to numerical instabilities during

the course of the simulation except for the case when we took both nonlinear effects into account.

As shown in Fig. 5 (a), the resulting ion thermal flux reaches a steady state at t = 400a/cs

with χi = 0.25csρ
2
s/a. Both Figs. 5(a) and 5(b) indicate that the time evolution are in three

distinct stages, i.e., the linear stage, the transition period and the steady state. This is similar to

the ones shown in Figs. 2(a) and 2(b). However, one salient feature here is that the transition

period is extended in time with a distinct plateau. One possible explanation is that, because of

the larger size, the energy cascade to longer wavelength toroidal modes takes a longer time before

the simulation reaches a final nonlinear state. Both the perturbed field energy, Fig. 5(c), and the

zonal flows, Fig. 5(d), also reached the steady state in the simulation, but, their changes from

the transition period are not significant. The resulting zonal flow mode structure at the end of the

run is shown in Fig. 5(e). Apparently the global nature of the mode is preserved and there is no

evidence that, as ρi/a approach zero, the the zonal flow modes would become short wavelength

local modes as suggested by the so-called local conjecture, (see, for example, Ref. [32]). The

run took about 16.8 hrs on Jaguar at ORNL using 2560 processors (43,000 processor-hours). We

believe that these results presented here will have significant impact on our research of plasma

microturbulence in the future.

Let us now re-visit the issue of size scaling, as was first investigated by a truly global simu-

lation code [10]. The basic difference for the present study is the presence of the velocity space
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FIG. 5: Time evolution of (a) the ion thermal flux, (b) the particle weights, (c) the field energy, and (d) the

radial modes, as well as (e) the zonal flow structure for a/ρ = 500 including both the nonlinearly generated

zonal flows and the velocity space nonlinearity.

nonlinearity, which was not considered earlier. Without it, the zonal flows were dominated by

short wavelength modes [5], rather than the global mode structure as shown in Fig. 3(b). The ion

thermal diffusivities for the three cases of a/ρi = 125, 250, and 500 are plotted in Fig. 6. As one

can see, these results seem to indicate that the transition from Bohm to GyroBohm scaling takes

place around a/ρi ≈ 500 similar to the previous study [10], although the actual thermal diffusivi-

ties from the present study are an order of magnitude lower. The sizes corresponding to the actual

tokamak experiments of DIIID at General Atomics, Inc. (GA), NSTX at Princeton Plasma Physics

Laboratory (PPPL), TFTR also at PPPL (now dismantled), and ITER are also shown in Fig. 6.
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FIG. 6: Transition from Bohm to GyroBohm

Thus, ITER is well into the GyroBohm regime, which is a good news.

The difference in the magnitude of χi presented here in comparison with those given earlier

in Ref. [10] needs more discussion. The fact that the earlier study ignored the velocity space

nonlinearity was not the only difference. That study has also included a heat bath of the form

of δfc = −Fi0[(v/vTi)
2 − 3/2]δT/Ti in the code to prevent profile relaxation. This term is not

included in our simulation. This difference may also be related to the numerical difficulty that

we encountered for the case of a/ρi = 500 when only the zonal flows were kept in the code

without the velocity space nonlinearity. This nonlinearity might be needed to provid the additional

collisionless dissipation in the simulation. The fact that the velocity space nonlinearity has played

such an important role here may be understood from the point of view of gyrokinetic ordering [11,

12]. Specifically, from Eqs. (2) and (3), one can see that the wavelengths for both the zonal flows

and the parallel perturbations are related to the device size, i.e., a (minor radius) and R (major

radius), respectively. As such, these terms, i.e., k⊥φ and k‖φ are of the same order from the point

of view of gyrokinetic approximation. Therefore, they are on the same footing and should be kept

in the simulation. But, of course, more theoretical understanding on this issue is also needed.
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VI. CONCLUSIONS

We have conducted extensive numerical studies on the nonlinear physics related to microtur-

bulence in tokamaks on the modern-day supercomputers. This study is only possible with the

availability of the computing resources at the National Energy Research Supercomputing Center

at Lawrence Berkeley National laboratory and at the National Center for Computational Sciences

(NCCS) at Oak Ridge National Laboratory. The important nonlinear physics related to the zonal

flow generation in the configuration space and the parallel acceleration in the velocity space has

been identified through large scale computing made possible by using these computing resources.

There are many other global gyrokinetic PIC codes for studying core turbulence in tokamaks

such as GT3D [35], GEM [36], GTC-S [19], and ORB5 [37] as well as the global continuum codes

such as GYRO [38] and GYSELA [39]. Hopefully, the results presented here using GTC [5] will

start a genuine verification exercise worldwide to sort out the differences, the similarities, and,

most importantly, the applicability of these codes. One of the important issues for the steady state

transport is the effect of profile relaxation due to energy diffusion, which will be addressed in a

separate publication [40]. On the other hand, the physics associated with the stationary spectra at

low (m,n) modes for the steady state ITG turbulence remains unresolved and needs attention.
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