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Abstract: A computational study of resistive drift waves in the edge plasma of a stellarator
with an helical magnetic axis is presented. Three coupled field equations, describing the
collisional drift wavedynamics in the linear approximation, are solved as #akivalue
problem along the magnetic field line. The magnetohydrodynamitiledum is obtained

from a three-dimensional local equilibrium model. The use of a local maggdtodynamic
equilibrium model allows for a computationally-efficient systematic study of the impact of
the magnetic field structure on drift wave stability.
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1. Introduction

There is growing evidence that slow, drift-type modes, known as drift waves, are responsible for a
substantial part of the observed anomalous transport in tokamak and stellarator plasmas [1]. Drift waves
represent a special class of gradient instabilities which are driven unstable by a source of free energy
in the density and/or temperature gradients. In order to determine the linear properties of drift waves
(and other drift-type modes satisfyikg/k1 < 1, wherek)| andk . are the parallel and perpendicular
wavevectors, respectively) in toroidal geometry, the model equations can be solved using the ballooning
representation of Connat al [2] as an eigenvalue [11] or as initial-value problem [10] for a set of
representative field lines. Although some understanding of the drift wave dynamics can be gained
using the so-calledd model (for which the parameteéris used as a tuning parameter for the drive
of the instability), more realistic models usually require the solution of two or more coupled partial
differential equations to be solved on a given field line. A natural approach for solving such systems of
equations is to use an initial-value algorithm; this method also ensures that the fastest growing mode is
(numerically) observed.

Although the topic of drift wave stability and dynamics in tokamak plasmas has been theoretically
and numerically studied quite extensively, the study of low-frequency drift-type modes in stellarator
geometry has received much less attention. One major reason for this state of affairs is that stellara-
tor plasmas are inherently three-dimensional and usually require the use of sophisticated equilibrium
codes to specify their magnetohydrodynamic (MHD) equilibria. As mentioned above, the most strin-
gent linear stability considerations are usually based on the eikonal representation for perturbations;
the problem is then reduced to an initial-value (or eigenvalue) problem along the magnetic field line;
in general, the linear stability properties are studied one magnetic surface at a time. This observation is
one motivation behind the three-dimensional local magnetohydrodynamic of Hegna [3]. Hegna's equi-
librium model is particularly efficient for drift wave calculations as the MHD equilibriumis determined
one surface at a time; this low-cost method allows us to study the effect of magnetic surface shaping (or
parameterization) on drift wave stability. Although the initial parameterization of the magnetic surface
in the local MHD equilibrium model can be quite general [see Eq.(6)], the main focus of this paper is
a stellarator with an helical magnetic axis.

This paper is organized as follows; in section 2, the simplest self-consistent model equations gov-
erning resistive drift wave in a collisional plasma are presented. The characterization of the local MHD
equilibrium is given in section 3. Section 4 describes the numerical method used to solve the equations
governing the two-field resistive model. Numerical results are presented in section 5, and conclusions
are given in section 6

2. Resistive Drift Wave Model

We consider drift waves in a low-temperature, high-density edge plasma. In a typical edge plasma,
the electron-ion collision frequency can be high enough to prevent the electrons from responding in-
stantaneously to the perturbed electrostatic potential; as a result, the nonadiabatic electron response
does not vanish and the background density gradient feeds the unstable drift mode. The most unstable
modes are strongly elongated along the direction of the equilibrium magnetic(lﬁrp}dl < 1) and

it is convenient to use the eikonal representatiorefrh fluctuating quaity f

fz f(?, t) exp (iNa) , 1)

whereN > 1 is the toroidal mode numbex, = 6 — . is the field line labeld is the magnetic poloidal
angle,¢ is the magnetic toroidal angle,is the rotational transform. Herﬁ(?, t) is the amplitude
which varies slowly with the extended poloidal andle,

In a low-3, cold-ion plasma , the model equations governing resistive drift wave (see Appendix A
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for details) are: the quasineutrality equation
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the electron continuity equation
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and the electron energy equation
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wherew = psozvi§> and¢ = w,te (m;/m.) > 1 is termed the collisional parameter;, =
V/T./m;/ Ly, is the drift frequency,L,, is the density scalelengttQ = L,V B/B is related to
the curvature of the magnetic field apgy = \/T/ i/ eBO/m7 ' B = B/BO where By is a
magnetlc fleld of reference (see next sectigh)= h + 1+ cl)Te, Q= (1 +ea)g + % T.,

1/) =h +3 I 7, andh =7 — ® is the nonadiabatic response of the eIectrons The thermoelectrlc
coeff|C|ent5c1 andc, given by Braginskii are; = 0.71 ande, = 3.2. The normalized time is = w,t
wherew, is the drift frequency. Here = p(¢) is a radial coordinate satisfyinB-Vp = 0 which

is defined in the next section. The normalized fluctuating fields in the above equations are given by
(5,% ,Te) = (e®/Teo, dn/n9, 0T /Te0), Wwhere a subscript ‘0’ denote an equilibrium quantity. The
termms involvingQ in Egs.(2-4) arise because the divergence ofEheB drift velocity and the di-
vergence of the electron diamagnetic flux do not vanish in a sh@rgeld. The first term on the
right-hand side of Eq.(3) is the free energy, contained in the background density gradient, that drives
the drift wave. As it is evident in Egs.(2,3), the key parameter is the collisional paraetdrich is
inversely proportional to the collision frequency: in presence of collisions, the electrons cannot achieve
perfect adiabicity along the field lines and the drift mode can become unstable. In practice, Egs.(2,3)
are solved as an initial-value problem for the amplituéieg and7,. The MHD equilibrium quantities

that enter Egs.(2-4) are determined in the next section.

3. Local magnetohydrodynamic equilibrium
The confining magnetic field is written in straight-field line coordinates
B=V¢yxVa, (5)

wherea = 6 — (( is the field line labelf is the magnetic poloidal angl€,is the magnetic toroidal
angle,. is the rotational transform, and is related to the magnetic toroidal flux. Without loss of
generality, one can specify the shape of the magnetic surface in terms of the cylindrical coordinates
(R, ¢,Z) as

R = Z Z Ry cos <Pmn) )

m=0n=—N
o = —(C+ Z Z Dmn SID QOmn) ) (6)
m=0n=—N
Zz = Z Z Zmn sin @mn) )
m=0n=—N
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wherep,,, = mb + nNy(, N, is the number of field periods, and the poloidal and toroidal Fourier
mode numbers/ and N, as well as the amplitudesR,..., dmn, Zmn }, are free parameters. Using
the parameterization (6) one can determine the covariant basis vegter$r/06 ande; = 9dr/d(,
wherer is the position vector, and the metric elemegg = eg-eq, goc = eg-ec andgee = ec-ec. It

is convenient to define an orthonormal vector%ﬁtﬁ, @} attached to the magnetic field lines

~ B e
b = = =1 (parallel)
B len]
—~ €egXe¢
n = —— normal 7
XS (ormal) @
g = bxa (geodesic)

wheree, = e + teg. The vector set{B, ﬁ,@} can be determined from the parameterization (6).
Finally, one can calculate important geometrical attributes of the confiifigld such as the geodesic
curvatures, = @-[(B-V)f)], the normal curvatures,, = ﬁ-[(f)-V)B], and the normal torsion, =
—ﬁ-[(f)-V)g]. In order to determine the Jacobian of the transformafios, [V (VOx V()] ™! =

ey (egxe¢), we demand that the normal current vanishes everywhere on the magnetic surface [3];
using Ampere’s law, one then hds = n-J o< V- (VxB) =0, or

9 (F(0,0 ) _ 9 (G0

%<3 >‘8<(3 > (8)
where

F(ea C) = gCC+L99Ca

G(0,0) = goc+ 1900 - 9

Eq.(8) introduces the primary constraint on the chaice r(6, ¢) [Eq.(6)]. Eq.(8) is termed the Jaco-
bian constraint. Note that in the axisymmetric case, the Jacobian constraint admits the exact solution
of

wheref (1) is an arbitrary flux surface quantity. In the general case, Eq.(8) must be solved numerically.
Assuming that a solution has been found, one can consWyct= (ey xe¢) /J andB = e, /J. The

next step consists in calcultating the parallel current density consistent with the radial force balance
equation and the quasineutrality condition. Using the radial force balance equation

JxB=c¢Vp,
in the quasineutrality conditior’\/-J = 0, one obtains

dp |V
_— — 11

& B "9 (11)
where the Jacobian constraint, Eq.(8), has been used. SubstitutingB/B? = (o) + & in Eq.(11),
one arrives at the equation of

B-V)\ = 2'2?1/" Ky - (12)

whereX = &/ (¢p’) (a prime denotes a derivative with respect to the toroidal flux function) and the
quantity| V| /B can be calculated directly from the parameterization (6)

|V :\/ googce — goc? . (13)

V-JH = —V-JL = 4C

B gee + 2tgac + 1%goo
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The flux surface quantityo) is yet to be determined. The flux surface average of any fundfids
defined as

f027r dC f027r d93F 1 /271- 27
Fy=-"__>0__ — - __ d dOJF 14
) [Zrac frraeg V' Jo ‘ 0 g (14)

whereV is the plasma volume enclosed within Note that ifJ is a solution of Eq.(8), theffi(y)J is
also a solution of the same equation. Since the arbitrary flux surface funf@tigris not known, the
quantityV’ is left undetermined; in practic]’ is used as an overall normalization factor. The flux
surface guantityo) can be obtained through the local magnetic shear definSd=ag- Vv x g, which
can also be written as (Appendix B)

S = |V1/)| BV<D+C@> (15)
where
D= LVC-VVU;).—VZ)G-V#) . (16)

UsingB-V ¢ = 1/ and noting that the flux surface average opergwgr,annihilates th@8-V opera-
tor, we get from Eq.(15)

SB? g U
<—|V1/)|2 >—4 v a7)

SubstitutingS = 4nJ/(cB) — 27, in the left-hand side of Eq.(17) and noting tHa) = 0, one

obtains
(o) = cop — co dap —co a
- 0 1 Qd’l/) )

dip
wheresy = C3/ (2rC4), 01 = Cy/C; andoy = 7/C1; we have defined

(18)

2 2 323
o — / ac / T

2 2 323)\
o = [acf ZRa,
and

27 27 2
B 37—71
o[

In summary, given the parameterization (6), one solves Eq.(8) for the Jacobian, followed by Eq.(12) for
A (which is proportional to the part ofy /B that varies in the magnetic surface). Giveandp' (free
parameters) one calculatés) through Eq.(18) and the specification of the local MHD equilibrum is
complete.

4. Numerical Method

In this section, the numerical method used to solve the two-field resistive drift wave model is
presented. The motivation for using a semi-implicit algorithm is discussed.

The radial coordinate is conveniently definedpas Ro+/2¢ wherey = /1, andyy = ByRo>
and Ry = Ry is the major radius [in the large-aspect ratio tokamak equilibritiny, Bor? /2 where

(©?2003 NRC Canada
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By is the magnetic field strength evaluated at the magnetic axis; it follows that in this case]. In the
general 3D case, itis convenient to define a magnetic field strength of refereBge3$32>l/2. Us-

ing the eikonal representation [Eq.(1)] in the quasineutrality condition [Eq.(2)], the electron continuity
equation [Eq.(3)] and the electron energy equation [Eq.(4)] we obtain

R s
o = P iy (n+ Te) : (19)
on o ) oA
= = —iVb® 4 Dy + i, (i-0+1.) . (20)
and
(‘ﬁ} ~ o~ 2 ~

= = —inVbP + D) + S v, (21)
ot 3
where the terms related to the transport along the field line are given by

5o 0 (5199

and
5 =q 0 (5109

Here S (0) = 1/ (3B), 3 = [RoV¥+ (RyVOX RyV ()] is the dimensionless Jacobian and=
2¢€2 /q? is related to the parallel transport of current density. The perpendicular transport is controlled
by the curvature term

vy (?) =2Vbe €nS 1 (?) , (24)

which arises from the divergence of the electron diamagnetic flux and the divergencelokBe
drift velocity. In the above equations, we have defibed (kgps)”, ke = N/a is the characteristic
perpendicular wavevector (i.Woz%:O ~ k2), en, = L, /Ry ande = @/ Ry is the inverse aspect ratio.
The geometrical quantitiedand S, are defined as

— 1+ A2
L(0) = g (25)
s (@) = A (26)
g0
and
NUESAAALS (27)

Finallyn (6) = 1/ (be’L) =~ 1/8 for large|6|. In view of the secular behavior of the polarization term

(L ~F for 8] > 1), it is numerically convenient to solve for the nonadiabatic respénsei — @

instead of solving the quasineutrality equation (19). The system of equations to be solved can then be
written as

on o ) ~ A

= = —iVb® 4 Dy + i, (h+1.) . (28)

(©?2003 NRC Canada
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5 z—i\/BCI)—l-(l—i-n)DH—l—il/Lh—l—il/l [nn—l—(l—l—n)Te , (29)
and

8ﬁ ~ o~ 2 ~

8% = —i??e\/gq) + D)+ 3 wiY . (30)

Egs.(28-30) are discretized on the dOMAIE [—fimax, +0max] Whereby,.x is a free parameter.
In a low-temperature, high-density edge plasma the collisional parameter is much larger than unity
[typically ¢ = O (102)] and one expects the parallel transport to be strong. Therefore a numerical
method based on an explicit scheme will require a very small time step. The time step for an explicit
method is constrained by the transport along the magnetic field lines and must be less than the well-
known Courant-Friedrichs-Lewy (CFL) criterion [4] of
¢ (A)°

26e,2
where Af is the grid spacing. In practise, the grid spacifs§ must be chosen small enough as to
capture the details of the equilibrium along the magnetic field line. In order to bypass the stringent
condition (31) we must resort to an implicit scheme. As it turns out, for the system of Eqs.(28-30), itis
sufficient to use a semi-implicit numerical scheme; this is done by treafiri§z, 8@/8% andoT, /ot
and the parallel transport terms [termslin andﬁH in Eq.(28-30)] implicitly whereas the remaining
terms are treated explicitly. As a result one obtains a set of coupled tridiagonal systems which can be
solved sequentially using standard algorithms, such as the Thomas algorithm [9].

Since the system of equations (19-21) is solved as an initial-value problem, the linear growth rate
and the mode frequency must be computed dynamically. Another consequence associated with the
initial value approach is that only the fastest growing mode is observed. Earlier studies [5, 6] of drift
wave stability in realistic stellarator equilibria have shown that the drift wave spectrum can have a
rather complicated structure; in some cases, it can be difficult to ‘pick up’ the most unstable mode.

In order to determine the mode frequency, we use the transformation of

F(8,t) — T (0) exp (—iwyt) .

Wheref stands_ ford, i or T.. Since the intial conditions are arbitrary, it is very likely that the ini-
tial profiles forcb n andT will notcorrespond to the most unstable eigenfunctions. In other words,
the scalar fleldsb n and 7, will possess different frequencies;. Once the transitory effects have
disappeared, we expech = w,, = wr, = w.

The normal mode frequency can be writtengs= R (wy) + i3 (wy) = wr s + i75. Noting that

At < (At)epy, = (31)

= T -l
we obtain
O |/~
=1y KOl @)
for the linear growth rate and
wrg == (e o (P)] (33)

S
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for the mode frequency. In the above equations, we have defined the field-line average operator as

1 +§max s _/
(F)3 T /_ . F(G,t) a9 | (34)

Omax

for any function?’ (?, t). The free parameter in Eq.(34) must be large enough so that the linear growth
rate [Eq.(32)] and the mode frequency [Eq.(33)] become independént.efa convergence study us-

ing this parameter is presented in the next section. In practise, itis convenient to define an average linear
growth,y = (v& + v» + 7r.) /3, and an average mode frequency,= (wy¢ + wrp, +wir,) /3.

5. Numerical Results

As described in section 3, the specification of the local MHD equilibrium depends on 2 free param-
eters,’ andp’. Itis convenient to use normalized quantities instead afdp’; to make the connection
with the standard large-aspect ratio tokamak notation, we define the ballooning parameter

’
=2V (35)

722 ) g \1/2 7
(&)
and the global shear parameter

2 1 de
AT Re T ay

% B2 '

As mentioned in the Introduction, the initial parameterization of the magnetic surface [Eq.(6)] is quite
general. However, in order to illustrate the usefulness and efficiency of the local equilibrium model for
drift wave stability calculations, we consider the parameterization of

Sp =

(36)

R = Ro[l+ € cos0+ encos (N Q)] ,
Z = Rylesind + ey sin (NpQ)]

where, as beforey,, is the number of field periods; ande;, are termed the toroidicity parameter and

the helical parameter, respectively. In the remaining of this paper, we refer to Eq.(37) as the helical
parameterization. Note that the cage= 0 in Eq.(37) corresponds to the tokamak parameterization
with concentric, circular magnetic surfaces (which is valid for a lewlkasma). When the parameter

€= Ngeteh is less than unity, the Jacobian for the helical parameterization can be calculated analyti-
cally (Appendix C)

. X%(9)
AW g(e)

wherep = N,(—0 is the helical coordinatei, () is an arbitrary flux functionX (6) = Ry (1 + ¢, cos §)
and

d (38)

g() =1+a(l—cosp)—bsin®p. (39)

Herea = €(1+€/@)/a, b = €3 +€)/(26%), @ = 1 + > (Npe + 1) + > (N2 + 1), 8 =

€[l + N, (N, + ¢)] andé = [N, (N, + ¢) — 1] esen. Note that for the case of the tokamak parameteri-
zation €, = 0) we haven = b = £ = 0 so thaty(p) = 1 and Eq.(38) then reduces to the exact solution
of

J=C(1+ecosh)?

(©?2003 NRC Canada
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where('is an arbitrary multiplicative constant. When the parametsicomparable to unity, one must
resort to the numerical solution described at the end of section 3.

In all simulations reported in this paper, the initial profile fohas been chosen to be a Gaussian
profile with its maxima centered & = 0. The density profile at = 0 is chosen ag = @, that
is the nonadiabatic response vanishes at 0; the electron temperature perturbation is set to zero;
as a result, the parallel transport terms in Egs.(28,29), which in|yevanish at the beginning of

the simulations. Since the cross-field terms in Egs.(28,29) are not equal (everﬁV\A&e@), the
non-adiabatic response becomes nonzero as time progresses. As the instability develops, the parallel
transport increases in order to balance the cross-field transport; at this stage, the linear growth rate
becomes almost independent of time (Figure 7).

The real (plain) and imaginary (dotted) parts of the normalized electrostatic potential amplitude
at saturationd,t = 250) is shown in Figure 2. The parameters ag:= 0 (ballooning parameter),
s = 0.25 (global shear parameter) = 1.03 (safety factor)ng = 5 x 10'2 cm =3 (equilibrium plasma
density),T. = 5 eV (equilibrium electron temperature), = 1.0 (electron temperature gradient
parameter)kqpso = 0.8, By = 10* Gauss (equilibrium magnetic field of reference)d = 7/128
(grid spacing)L,, = 4.0 cm (density scalelength}?o = 10%cm (major radius)g, = 0.1 (toroidicity
parameter) anel, = 0.04 (helical parameter). The number of field periods\is = 3. As mentioned
in section 2, the key parameter is the collisional paraméten the low-temperature, high-density
edge plasmas, this parameter can be quite large. For example, for the parameters of Figure 2, one
finds¢ ~ 72. Note that the most unstable eigenfunctiondoshown in Figure 2 satisfies the proper
boundary conditions at Iarq5|; clearly the mode is square integrable since

Foo
/ |®|%df < oo .
—0o0

Figure 3 and Figure 4 show the corresponding profile for the perturbed density amplitude and the
perturbed electron temperature amplitude, respectively. We note that the fluctuating electrostatic poten-
tial and the plasma density are out of phase and that their respective amplitudes are not equal indicating
that the drift mode is unstable. Note that the inclusion of perturbations in the electron tempéf&ture,
makes the mode less unstable.

Figure 5 shows the instantaneous average real mode frequency as a function of the normalized
timet = w,t. The parameters are the same as those of Figures 2-4. TheJaggserved in the
initial development of the instability is associated with the evolution of the electron temperature. After
transitory effects have disappeared, the average real mode frequency reaches its steady state value.

Fgiure 6 shows the average linear growth rate as a function of the normalized time, ¢ for
the same case as Figure 5. The components of the average linear growth rate of Figure 6 are shown
in Figure 7. The instateneous linear growth for the electrostatic potential, plasma density and electron
temperature perturbation are shown by plain, dotted and dashed lines, respectively. As expected, the
profiles fory,, and~r, tend to be strongly coupled. Note that the initial spike in Figure 6 cardoedr
back toyr, (Figure 7).

As discussed in the previous section, the field-line averaged pm{fﬁ(}% for f = (cf), n, Te)

depend implictly on the parametéy,.,.. Therefore one must ensure that the paramgtgr, is large
enough so that the linear growth rate and the mode frequency become independent of its value. Figures
8 and 9 show the average real mode frequency and the average linear growth rate as a function of
the parametef,,.., respectively. Other parameters are the same as in Figures 2-#,,50or> 16,
the linear growth rate reaches its asymptotic value. Note that in practice the parémetenust be
increased as the global shear parameigris decreased (the extent of the mode along the field line
increases with decreasing global shear).

One advantage of the local equilibrium model is that one can modify the MHD equilibrum dynami-
cally for a very low computational cost. This is illustrated in Figure 10 and Figure 114gr= 3 field

(©?2003 NRC Canada
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period stellarator. In these figures, the helical paramgtewhich is related to the helical excursion
of the magnetic axis, has been varied while the toroidicity parameter has been kept fixed @tl.
Other parameters are the same as in Figure 2-4. As mentioned in the beginning of this section, the case
en, = 0 corresponds to the tokamak parameterization (with circular magnetices)t The real mode
frequency (Figure 10) decreases with increasingntil the toroidicity parameter becomes comparable
to the helical parameter. Note that fqQr~ ¢, the helical component of the curvature dominates over
its toroidal component. The average linear growth rate (Figure 11) tends to increase with an increase
of the helical excursion of the magnetic axis. Note that each square in Figures 10 and ljocatses
to a different magnetic configuration; it takes about 55 seconds on a workstation to compute the MHD
equilibriumandthe linear growth rate. If one uses a global equilibrum code, one would haeeab r
culate the MHD equilibrium for thentire plasma volume for each data pointin Figs. (10,11): the use
of the local equilibrium model represents an enormous reduction in the overall computational effort.

In order to understand the dependence of the linear growth rate on the helical parameter, one can
compare the key attributes of the magnetic configuration for specifi¢ssets); such key attributes are
the normal and geodesic components of the magnetic curvatyenfix,, respectively), the magnetic
shear,S, and the normal torsior,,. Other quantities that characterize the equilibrium configuration
do enter the drift wave stability calculations; however, the impact of these quantities are subdominant.
The normal magnetic curvature and the magnetic shear are probably the most important quantities that
affect drift wave (and ballooning) stability [5]. Figure 12 shows the normal curvature (plain line) and
the local magnetic shear (dotted line) along the field line for the case,of,) = (0.1,0.0). The
ballooning parameter is;, = 0 and the global shear parametegjs= 0.25. For these parameters, the
modes are nonzero in the ran|@¢ < 15 (See Figs. 2-4). Figure 12 shows that the normal curvature is
destabilizing (negative) in the outboard side of the torus. The magnetic shear is positive @reund
but becomes negative further away along the field line. The normal curvature (plain line) and the local
magnetic shear (dotted line) along the field line for the cade:0,) = (0.1,0.1) is shown in Figure
13. The normal curvature has a more destabilizing influence on the drift modes as compared to Figure
13; this is one indication that the linear growth rate for the parameters of Figure 13 should be larger
than for the case of Figure 12. However, one must also consider the impact of the local magnetic shear.
Note that in the case of Figure 13 the bulk of the drift mode amplitude experiences a positive global
shear away from the = 0; therefore, we expect the linear growth rate to be larger for the case of Figure
13 as compared to the case of Figure 12. The detrimental influence of a large, positive local magnetic
shear on drift wave stability in realistic 3D stellararator geometries has been noted by Nadeem and co-
workers [11]; these authors also discuss the case of large, negative local magnetic shear which appears
to have a stabilizing influence on the drift mode. This is in agreement with our observations, although
our model MHD equilibrium is far simpler than the fully 3D stellarator equilibrium used in the work
of Nadeenet al.

Finally, another attractive feature of the local MHD equilibrium model is that it allows for fast,
computationally-efficient estimates of the anomalous diffusion coefficient,such estimates, how-
ever, have to be used with caution. Based on mixing length arguments [1], one can estimate the per-
pendicular diffusion coefficient using the relation of

m 'Y
DLzDi)Eﬁ, (40)
wherey is the linear growth rate arfe). is the magnitude of a typical radial wavevector. Using a general
non-Markovian Fokker-Planck treatment, Zagorodny and Weiland [8] showed that memory effects can
be important for the description of transport under saturared turbulence; they derived an estimate for
the perpendicular diffusion coefficient of the form
3 ka 1 m

D, ~D™ = 72/’“2 - - D™ (41)

Wt T 14 (we/7)
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We note thatD{™ +— D{™ when~y > w,. An estimate fotk, in Eqs.(40,41) can be obtained by a
suitable average (weighted with the eigenfunction) of the normal compon&ntak k |

X (e 0)° |B[2d0

k2 == ———— : (42)
J72 |@[2d0
where
NB —
k,-n=— A(9) .

N

Here A(0), defined in Eq.(27), is related to the integrated local magnetic shear. Figure 14 shows the
estimates folD; based on the mixing length theory (squares) and the non-Markovian Fokker-Planck
theory (triangles). The most striking feature is tﬁ)ﬁp) remains almost independent of the helical pa-
rameter for moderate, ; the mixing length-based diffusion coefficient, however, shows a clear upward
trend with increasing,,. Therefore, although the linear growth rate does increase with an increase in
the helical parameter, the non-Markovian Fokker-Planck diffusion coefficient does not predict a sub-
stantial decrease in the confinement time. More work is needed to resolve this issue especially when
effects such as plasma shaping are taken into account.

6. Conclusions

Drift wave stability calculations in stellarator geometry usually requires the use of sophisticated,
computationally-intensive 3D MHD equilibrium codes. However, as far as linear stability is concerned,
the general approach is to study the local drift wave stability using the ballooning representation, one
magnetic surface at a time. Hegna'’s local equilibrium model [3] is specific to a particular magnetic
surface and it is computationally very efficient.

The local equilibrium model has been used to study the drift wave stability properties of a three-
field resistive model valid in the low-temperature, high-density edge plasmas of tokamaks and stellara-
tors. It has been shown that in the case of a stellarator with a helical axis a large, positive magnetic
shear can increase the linear growth rate, whereas a large, negative magnetic shear has a stabilizing
influence on the drift modes.

(©?2003 NRC Canada
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Appendix: Derivation of the Resistive Drift Wave Model

In the cold ion limit, the ion momentum equation reads

min (gt LV V>V¢:en<E+V7‘:B>—RM, (A1)

whereR,; = en (I /o + 31 /01) —cinV T, — 2 nbx V | T,/ (wecT.) i the momentum transfer
due to collisionsp|| ~ 20, 0, = e*n7./m,. are the parallel and perpendicular electron conductiv-
ities, respectivelyr. = (3w/meT3/2)/(4\/27m)\e4) is the electron collision time; and = 0.71is a
thermoelectric coefficient. The electron momentum equation (for massless electrons) is

B
Vpe +en (E + Vecx > —R.,. (A2)
Operating withB x on Egs.(A.1,A.2) we obtain (in the low-frequency regimewxgfo.; < 1)
Vii=Vep+V,+V,., (A.3)
and
VeL =Vg+ V*e + Vc ) (A-4)

respectively. Here

e (D
V;m; = W b x 8_ +VgV|Vg,
vV, — enB2 BxR.; , (A.5)
Vie = _en32 BxVp. ,

are theE x B drift velocity (in the low approximation ofE ~ —V ®), the ion polarization drift
velocity, the collisional drift velocity and the electron diamagnetic drift velocity, respectively. For low-
frequency, long-wavelength modeéki)% < 1) (wherek, is the magnitude of the perpendicular
wavevector and\p is the Debye length), the plasma is quasineutral

v-I=0,
or

J
VJL_—BV<IQ>, (A.6)

where the perpendicular current density is obtained from Egs.(A.3,A.4)

Ji=en(Vy — Vi), (A7)
and the paraIIeI current densityy, is determined from the scalar product of Eq.(A.2) vibtke B/B
Jy| = (V”pe + c1nVTe — enV|®) . (A.8)
Comblnlng Egs.(A.6-A.8) and linearizing, we obtain the quasineutrality equatiofr{fox V) as

0 VB
2 S VR = 2o~ Ve + BV | (Vp. + einV| T — enV @) | (A.9)
me 8t Q

(©?2003 NRC Canada
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where we made use of the (Io#)-relation of

BxV/ VB BxVf

B? B Bz

v. (A.10)

for any fluctuating quantity. Using the definitions (A.5) in the electron continuity equation

on

5 =V (nVEg) = V-(nV,.) —V-(nV,) , (A.11)

and noting thal. ~ Vg / (weeTe) < VE ~ V,(, One gets

on ( VB Vp

VB J|
5= (% 1) move v2 P meve s B (5 ) #12

B

Herep = p(v) is aradial coordinatB-Vp = 0). In drift wave units| = w,t, w, = cs/L,, is the drift
frequencycs = \/T./m; is the sound speedi , ®) = (én/ng, e®/T.)], Eqs.(A.9,A.12) become

BXPSOV (ﬁ + Te)

1 Ow — L, -

= G £ I (B ||9> Q = (A.13)
and

on BXpSQV(AI; bXps0V (h + Te) - (Ln ~>

— =Vp—— —20)- — 2¢BL,V — V A.14
5 p 5 Q = +2¢ i\ Vig (A.14)

wherew = psozvici and ¢ = w.te (m;/me) > 1 is termed the collisional paramete® =
L,V B/B is related to the curvature of the magnetic field az;ld Ve /mq/ eBo/m7 ' B =

B/ By whereBy is a magnetic field of reference (see main text): h +(1+¢1)Ty; finally h=n-&
is the nonadiabatic response of the electrons. The electron energy equation [7] is given by

3 0
5 n (a +V, V> = V-V = Veqe + Qe , (A15)

whereQ.; is the electron heating and

J| 3 ~ J ~

G = —eipe L -2 LBy <—l > —X|V|Te = x1. VLT, — x,bx VT, (A.16)
en 2 WeeTe en

is the electron heat flux; herg = caxo, X1 = €3x0/ (WeeTe)’s Xx = 2 Xo/ (WeeTe)s X0 =

noTeTe/me andwe.7o > 1 for typical plasma edge parameters; the coefficientscare- 3.2 and
c3 = 4.7. Neglecting higher-order terms the divergence of the electron heat flux is

T. J|| 1
V. = —afBV(4)-BV (5L
VB Vpe -
I o (2—3 - >-(b><VTe). (A.17)

whereas the divergence of the electron fluid velocity is

v
V-V, = V-V, = Vi —” + = L v V) + VeV (A.18)

(©?2003 NRC Canada
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where the small ternV -V has been neglected. Using Egs.(A.17,A.18) one can write Eq.(A.15) as

3 0T, 3 3
5 n(‘)_te + 5 nVg-VI, + 5 NVye' VI, =T, VeV — peV'VeH —PV-Vg (Alg)

T, J 1
T,V (nVe) + =BV () 4+ BV (= VT
e B B

VB ~ Vpe I
_ (2?> - (beTe) o (beTe) . (A.20)
The last term on the left-hand side of Eq.(A.19) cancels with the sum of the first and last terms on the
right-hand side of that equation since

Ve [~ 5
YorPe . (beTe) = 20V, VT, (A.21)
De 2

andnV,-VT, +T.V,.-Vn = V,.-Vp. = 0. With these simplicifications Eq.(A.19) takes the form
of

3 OT, 3
3" 8: = -3 nVg-VT,—p.V-V | —=p.V-Vg —T. V- (nV,)
v v 3 4 5
1 2
T, J| 1
¢ B. 1] B. — v, T
+ Cle V(B +xB-V Bvlle
6 7
VB /~
- 2 (beTe) (A.22)

8

Term 2 represents the tapping of free energy contained in the temperature gradient by the drift wave.
Terms4, 5 and 8 are curvature terms; the remaining terms are related to the transport of heat along
the field lines. The plasma density and the electron temperature are written=as,, + dn and

T. = T,y + 6T, where a subscript ‘0’ denotes the equilibrium part andandd 7T, are perturbations.
Using Eq.(A.10), one can write Eq.(A.22) as

3 8fe 3 BXpSQV(AI; — j|/| BXpSQV(AI;
e = - e BL/, jp— 2 e —
2 ot 3 VP TBLVI| 5 | T2
9 BXpSOV (ﬁ + Te) EL v ‘7|/|
- 2Q- = +cabLy V| Vi

= an fe 5 2 N -
+ @EBL,Y| (T”> -2 fQ (bxpoVT.) |
(A.23)

whereQ = L, VB/B ~ L,,/Lg ~ L, /Ry = ¢,. Noting that the parallel current density is given by
J| =2¢L,V, g and rearranging the terms in the above equation, one obtains

LnVH@) 4

_ bX pso VY
+2§BL7,,V||< = Q.2XP0 VY

3 B

o

0T v .bXp%f)VCIJ , (A.24)

wherep =2 (14+¢1)§ +%T.,§ =h + (1 +c)T.andy =h + I T..

(©?2003 NRC Canada
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Appendix: Remarks on the Local Magnetic Shear

Using the definitions of the unit parallel vectds, = B/B, and the unit normal vectofj =
Vi /+/g*¥, we can write the binormal vector as

g=f(BxVY), (B.25)

-1
wheref = (B g’/”/’) . Using Eq.(B.25) in the definition of the local magnetic shear we obtain

S = gVXxg=g[VfX(BxVy)+Vx (BxVy)],
f(Vg¥’-Vaxg-Vg* Vixg), (B.26)
—— ——
1 2

where we have used the Clebsch for the magnetic fieleds Vax V. Termsl and2 in Eq.(B.26)
can be written as

Vaxg = gVax (BxVy) = f¢g*¥B, (B.27)
and
N /gww
Viyxg = [fVyx (BxVy)= B B, (B.28)
respectively. Combining Egs.(B.26-B.28), one can write
A/ g¥¥
s = f <fg“/’B-Vg”’”’ - B'VW’) ,
_ vl g
- _"BQ B-V gww
(V| d
— . - B.2
5 BV D+de : (B.29)
where
V(- Vi) — V-V
D= ) B.30
v (8.30)
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Appendix: Jacobian for the Helical Parameterization

In this Appendix, we consider the case of a configuration with a helical axis

R = R+ pcosfd+ Acos(Ny) ,
o (C.31)
7 = pSlI’le“‘ A'sin (Npc) )

whereA is a measure of the helical excursion of the magnetic axis. Using the helical parameterization
(C.31), we obtain the following covariant metric elements

goe = pQ )
goc = NppAcos(NC—0) (C.32)
gee = R2 =+ N;,?AQ .

The Jacobian constraint equation is given by

56)-5(5)

whereF(0,¢) = gec + tgoc = R* + NJA? + NypAicosp andG(0,¢) = goc + tgoo = 1p° +
N,pA cos p, wherep = N,(—0 is the helical coordinate. Using the change of varigble) — (¢, 6)
with

= Ny(-80,

- 9, (C.34)

SIS

in Eq.(C.33), we arrive at

9 (F\ 8 (N,G+F
565)-2 (3525).

wheref = 6. Let X (0) = Ry + pcos 6. For A = 0, we have the relations df = X?2(6) andG = 1p°.
The Jacobian constraint admits the exact solutiofh ef C X?(6), whereC is a constant. Let us seek
a solution of the form

X2(0)
J= C.36

() (€36
Substituting the trial function (C.36) in Eqg.(C.35) we obtain

dA

(NpG + F) i f(0,0)Ae) (C.37)
where
f(0,¢) =2psind (; —R> + N, (Np +¢) pAsingp . (C.38)

We can writeR = Ry [1 + ¢ cos 0 + €y, cos (N,()] wheree, = p/ R ande, = A/ R, are termed the
toroidal parameter anf the helical parameter, respectively. After some algebra, we obtain the relation of

F
— —R ~ Ry {eh cos (@ +6) + (Ngeh2 + Npepent cos <p) (1 — ¢ cosd)

X
+ en’cos® (p+6) (1—ecosb)} . (C.39)
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Introducing the operator

. 1 27

F=— F C.40
o (0)deo , ( )

and noting the relations of

cos (p + 60) siné

cos? (p+0)sinf = 0,

1
cosfsinfcos? (p+6) = ~1 cospsinp ,

one can show that

~

f = —Rgpep sin g (1 — % cos <p> + Ny (Np + 1) pAsing , (C.41)

wheree = ¢y, Similarly one has

o 2 6t2 ~ 6112
R?2 =R] (1—!—7 +€cosp + 5 > , (C.42)

F =R [1—!— % + (Ng—l—% > en> +€(1+ Nyt)cosop| (C.43)
and

G = R} (Nyecosp + ei?) . (C.44)
Using Eqgs.(C.41-C.44), we obtain the relation of

~ A
(a + (B cos <p) le_go = EsinpA, (C.45)

whered = 1+¢,2 (Npe + 3 ) +en (N2 + 1), B =€[1 + N, (N, +¢)] and¢ = [N, (N, + 1) — 1] &
Eq.(C.45) can be solved perturbatively in ascending order of the smallness parametat’e by
writing

A2A0+A16+A262+--- (C46)
We have the relations of
AdAO 0
>0 Cc.47
Q i 0 [(’) (e )] , ( )
~ A A
B cos @Q + &E =Ai¢sing [0 (e)] , (C.48)
de de
and
~dA ~ A
6& + 3 cos @d—l = Ai€singp [(’) (62)] . (C.49)
de de

Eqgs.(C.47-C.49) can be solved with the result of
Ag = const

(©?2003 NRC Canada



Ay = Aty €01~ cos) - 2FE

sin? o

It follows that the Jacobian can be written as
X2 (0)

1= LWl

Can. J. Phys. Vol. 99, 2003

(C.50)

whereg (@) =1+ a (1 — cosp) — bsin® ¢, a = £(1 + £/a)/a andb = £(3 + £)/(2a2).
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Fig. 1. Schematic representation of the cross secfion 0 (see main text for definition of the average minor
radius,a).
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Fig. 2. Real (plain line) and imaginary (dotted line) parts of the mode amplitude for the normalized electrostatic
potential at saturationy.t = 250.
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Fig. 3. Real (plain line) and imaginary (dotted line) parts of the mode amplitude for the normalized perturbed
plasma density at saturatian, ¢ = 250.
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Fig. 4. Real (plain line) and imaginary (dotted line) parts of the mode amplitude for the normalized perturbed
electron temperature at saturatianf = 250.
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Fig. 5. Average real mode frequency as a function of the normalizedtimev.t.
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Fig. 6. Average linear growth rate as a function of the normalized fimew.t.
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Fig. 7. Instantaneous linear growth rates for the electrostatic potential (plain line), the perturbed plasma density
(dotted line) and the perturbed electron temperature (dashed line) as a function of the normalized time
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(©?2003 NRC Canada



31

0.20 1|

0.05F :

0000 o« o e
0.00 0.05 0.10 0.15
€h

Fig. 11. Average linear growth rate at saturation as a function of the helical parameter
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Fig. 12. Normal magnetic curvature (plain line) and local magnetic shear (dotted line) along the magnetic field
line for the parameters @t e) = (0.1,0.0).
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Fig. 13. Normal magnetic curvature (plain line) and local magnetic shear (dotted line) along the magnetic field
line for the parameters @t en) = (0.1,0.1).
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