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Abstract

A model, based on gyro-kinetic ions and fluid electrons, to study drift waves

in low-β [β = (kinetic pressure)/(magnetic pressure)] stellarator plasmas is

presented. The model equations are written in straight-field-line coordinates

and are valid for arbitrary, fully three-dimensional configurations with closed,

nested magnetic surfaces. An implicit method, coupled with a subcycling

technique for the electrons, is used to solve the time-dependent, along-the-

field-line equations. Numerical calculations are carried out for a 3-field-period

toroidal heliac. The geometrical effects that enter the model equations are

calculated and displayed in physical space using advanced visualization tech-

niques.

Pacs # : 52.35Kt, 52.30Jb, 52.35Ra
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I. INTRODUCTION

It is now generally accepted in the fusion community that even if fast, large-scale mag-

netohydrodynamic (MHD) instabilities can be suppressed, magnetically-confined plasmas

always contain sufficient free energy to drive slow, short-scale instabilities. These slow,

short-scale instabilities, often called microinstabilities1,2, are a major concern as confinement

is concerned. The cross-field (perpendicular) transport associated with microinstabilities is

often one to two orders magnitude larger than the neoclassical transport, and it is called

‘anomalous’ for this reason3,4.

Substantial efforts have been made to understand microinstability dynamics and the as-

sociated transport in tokamak geometry. However very little work has been published on

microinstabilities in stellarator geometry. The earlier work of Bhattacharjee et al. consid-

ered an electron drift wave model (with cold ions) in helically symmetric configurations; the

main conclusion of the paper by Bhattacharjee et al. is that localized and extended modes

can coexist in such configurations5. The spectrum of the model used by Bhattacharjee et al.

has been calculated by Persson et al.6. The first drift wave calculations in realistic stellarator

geometry were carried out by Dominguez and co-workers7 for the dissipative trapped elec-

tron mode (DTEM); they showed that extended modes as well as strongly localized modes

do exist (in the linear approximation) in a fully three-dimensional configuration.

In this paper, we present calculations of the ion collisionless gyro-kinetic equation in the

linear regime for a low-β stellarator plasma. Braginskii’s fluid equations8 are used to deter-

mine the electron dynamics. The perturbed ion density is obtained by a direct integration

over velocity space of the ion distribution function, while the perturbed electron density is

determined from the electron continuity equation. The closure relation for the perturbed

electrostatic potential is the quasineutrality condition. We use the ballooning representa-

tion9,10 for fluctuating quantities and the equations are written in straight-field-line coor-
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dinates11. Our initial-value code is convenient for studying the Ion-Temperature-Gradient

driven (ITG) mode12 in general 3-D plasmas. Since the model presented here is valid for

fully 3-D (non-axisymmetric) plasmas, it can be applied to stellarator configurations as well

as tokamaks with field coil ripple effects.

This paper is organized as follows. In section 2, the collisionless ion gyro-kinetic equa-

tion in the ballooning representation is written in a form convenient for direct numerical

integration. In section 3, the evolution equation for the perturbed electron density, based

on a fluid model (Appendix A), is given. The system of equations describing the fluctu-

ating ion distribution function and the perturbed electron density is coupled through the

quasineutrality condition, and can be solved using standard numerical techniques (section 4

and Appendix B). In section 4, we calculate the critical ion temperature gradient parameter

(ηic) and the k⊥ spectrum of the ITG mode in a low-β, low-shear stellarator plasma. The

conclusion is given in section 6.

II. ION DYNAMICS

The Ion-Temperature-Gradient-Driven (ITG) mode is a drift-type instability which arises

from the free energy stored in the ion pressure gradient. In slab geometry and for a flat

density profile, the mode is attributed to the coupling between the electron drift wave and

the ion acoustic waves. Rudakov and Sagdeev considered a simple ITG model12 in slab

geometry and for a flat density profile, neglecting kinetic effects. The inclusion of magnetic

shear and kinetic effects were investigated by Pogutse13. Using a fluid model and assuming

an adiabatic response for the electrons, a systematic study of the mode structure of the ITG

mode in sheared slab geometry was carried out by Coppi et al.14, and by Hassam et al.15.

As shown by Horton et al.16, the ITG mode in toroidal geometry is mainly driven by un-

favorable magnetic curvature rather than the coupling of the electron drift wave to the ion
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acoustic waves. It is worth noting that other pressure-gradient-driven modes, such as the

collisionless trapped-particle mode17, the trapped-electron mode18 and the residual trapped-

ion mode19, can be driven unstable in the presence of unfavorable magnetic curvature.

The confining magnetic field is written in straight-field-line coordinates11

B = ∇α×∇ψ , (1)

where α ≡ ζ − q(s)θ is the field line label, 2πψ is the enclosed poloidal flux, θ (ζ) is the

poloidal (toroidal) angle-like coordinate (with period 2π), s ≡ ΨT/Ψ
(b)
T is the normalized

radial label, ΨT is the enclosed toroidal flux within the magnetic surface, and Ψ
(b)
T is ΨT

evaluated at the plasma boundary. The equilibrium is computed using s as a radial label,

but it is convenient to use the effective local minor radius ρ ≡ ā
√
s (where ā is the average

minor radius of the last closed magnetic surface) in the drift-wave calculations. For drift-type(
k||/k⊥ � 1

)
modes, it is convenient to use the ballooning representation9,10 for fluctuating

quantities. Letting F = F0 (equilibrium) + δF (fluctuation) and assuming |δF/F0| � 1, one

writes9,10

F̃ ≡ δF

F0
= F̂ exp

(
iε−1S

)
, (2)

where the amplitude F̂ varies on the equilibrium scale length; we demand that the eikonal

S satisfies B·∇S = 0 to all orders in the expansion parameter ε� 1. The spatial variation

of F̂ represents the deviation from flute-like modes. One can use the extended toroidal

angle ζ = [−∞,+∞] as a label along the field line and the amplitude in Eq. (2) is written

as F̂ = F̂ (ζ, t). To recover the standard form of the normal mode analysis, we make the

transformation F̂
(
ζ, t
)
7→ F̂

(
ζ
)

exp (−iωt), where ω is the normal mode frequency. The

requirement B·∇S = 0 implies that S = S (α, q) where here q is used as a radial coordinate

instead of s, ρ or ψ. It is natural to introduce the lowest-order perpendicular wavevector

as10

k⊥ ≡ ε−1∇S = N [∇ζ − q∇θ − q̇ (θ − θk)∇ρ] (3)
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where N ≡ (∂S/∂α) /ε � 1 is the toroidal mode number, a dot denotes a derivative with

respect to ρ, and θk ≡ (∂S/∂q) (∂S/∂α)−1 is the radial mode number. The equilibrium

distribution for the ions must be independent of the gyro-angle and constant along the

magnetic field line20,10; these requirements are fulfilled for a Maxwellian distribution

FM =
n0

π3/2vthi
3

exp

(
− v2

vthi
2

)
, (4)

where vthi =
√

2Ti0 (ρ) /mi is the ion thermal velocity. The perturbed ion distribution

function can be written as

δf = −FM

τ
Φ̃ +

(
h+

J0

τ
Φ̃FM

)
J0 , (5)

where the nonadiabatic part h satisfies the linear, collisionless gyro-kinetic equation10

∂h

∂t
= −v||∇||

(
h+

Φ̃

τ
J0FM

)
− iωdih+ i

(
ωT

?i − ωdi

) Φ̃

τ
J0FM , (6)

In Eqs (5,6) τ ≡ Ti0/Te0, J0 is the zeroth-order Bessel function (arising from the averaging

over the fast gyro-motion) with argument ξ⊥ ≡ k⊥v⊥/ωci, k⊥ =
√

k⊥·k⊥ is the magnitude of

the lowest-order perpendicular wavevector and ωci ≡ eB/(mic) is the ion cyclotron frequency.

Note that ξ⊥ depends on the perpendicular velocity as well as the position along the field

line through the dependence of B and k⊥ ∝ |∇S(r)|. The effect of the global magnetic

shear manifests itself in the secular behavior of k⊥. The first term on the right-hand side of

Eq. (5) is the adiabatic part of the perturbed ion distribution function, while the last term

arises because the guiding center density and the particle density do not coincide due to the

finite ion Larmor radius (polarization term). In Eq. (6)

ωT
?i ≡

cTi0

eB

(
k⊥×ê||

)
·∇FM

FM
, (7)

is the velocity-dependent ion diamagnetic drift frequency and

ωdi ≡ ωci
−1

[
ê||×

(
v2
||κ +

v2
⊥
2

∇B

B

)]
·k⊥ , (8)

is the velocity-dependent ion curvature drift frequency, ê|| ≡ B/B is the unit vector along

B, κ ≡
(
ê||·∇

)
ê|| is the magnetic curvature and ∇|| ≡

(
ê||·∇

)
α

is the parallel gradient
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operator keeping the field line label, α, constant. Taking into account that B·∇FM = 0

(since n0 and Ti0 are flux surface quantities) and that

F−1
M ∂FM/∂t

h−1∂h/∂t
∼ ω0

ω
� 1 , (9)

where 2π/ω is the typical drift-wave timescale and 2π/ω0 is the transport timescale, it is

convenient to introduce g
(
ζ, V||, V⊥; t

)
≡ h/FM and the gyro-kinetic equation becomes

∂g

∂t′′
= −Ω||V||

∂

∂ζ

(
g + φ̃

)
− iΩdig + i

(
ΩT

?i − Ωdi

)
φ̃ , (10)

where t′′ ≡ ω?t is the normalized time, φ̃
(
V||, V⊥, ζ, t

)
≡ J0FMΦ̃/τ is a generalized electro-

static potential,

ΩT
?i

(
V||, V⊥

)
= τ

√
b0S?

[
1 + ηi

(
V 2 − 3

2

)]
, (11)

is the normalized ion diamagnetic drift frequency and

Ωdi

(
ζ, V||, V⊥

)
= 2

√
b0τS⊥

(
V 2
|| + V 2

⊥/2
)
. (12)

is the normalized ion curvature drift frequency. Here V|| (V⊥) = v|| (v⊥) /vthi is the normalized

parallel (perpendicular) velocity; b0 ≡ (kθρs0)
2 is a parameter (proportional to the square of

the toroidal mode number N), ρs0 = cs/ωci0 with ωci0 the ion cyclotron frequency evaluated

at the magnetic axis, ω? (ρ) ≡ cs/Ln is the electron drift frequency; ηi ≡ Ln/LTi is the

ion temperature gradient parameter; Ln (ρ) ≡ −
(
n−1

0 dn0/dρ
)−1

is the equilibrium density

scale length; LTi (ρ) ≡ −
(
T−1

i0 dTi0/dρ
)−1

is the equilibrium ion temperature scale length;

Ω||
(
ζ
)
≡ √

2τεnS|| where S|| describes the modulation of B along the field line in the

definition of the parallel gradient operator

∇|| ≡ ê||·∇
∣∣∣
α

=
S||
(
ζ
)

R

∂

∂ζ
. (13)

We have also defined the nondimensional geometrical quantities

S? ≡ ∇ρ

B?
·
(
ê||×ê⊥

)
, (14)
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and

S⊥
(
ζ
)
≡ ê⊥
B?

·
(
ê||×Q

)
. (15)

Here Q ≡ Ln∇B/B = O ∼ εn ≡ Ln/R, R is the average radius of the magnetic axis, ê⊥ ≡
k⊥/kθ, kθ = Nq/ρ is the characteristic perpendicular wavevector and B?

(
ζ
)

= B/B0 = O(1)

is the magnetic field strength normalized to its value at the magnetic axis. It can be shown

that the argument of the Bessel function, ξ⊥, and the FLR parameter, b, can be written as

b
(
ζ
)

= b0τL⊥
(
ζ
)

and ξ⊥
(
ζ, V⊥

)
=
[
2b0τL⊥

(
ζ
)]1/2

V⊥ . (16)

where

L⊥
(
ζ
)
≡ ê⊥·ê⊥

B2
?

∝ |∇α|2 /B2 . (17)

displays a secular (parabolic) behavior in ζ when the global magnetic shear ŝ ≡ ρq−1 (dq/dρ)

does not vanish. Using the relation21

∫ ∞

0
exp (−αx)Jλ

(
2β
√
x
)
Jλ

(
2γ
√
x
)
dx =

1

α
Iλ (2βγ/α) exp

(
−β

2 + γ2

α

)
, (18)

one can calculate the perturbed ion density by taking the velocity moment of Eq. (5)

ñi

(
ζ, t
)
≡ δni

n0
= G (b)

Φ̃
(
ζ; t
)

τ
+

2√
π

∫ ∞

0
dV⊥

∫ +∞

−∞
dV||V⊥J0

(
ζ, V⊥

)
× g

(
ζ, V||, V⊥; t

)
exp

(
−V 2

|| − V 2
⊥
)
, (19)

where G(b) ≡ I0(b) exp(−b) and I0 is the modified Bessel function. In the long-wavelength

limit, one notes that G(b) ≈ b� 1. We use the (normalized) perturbed ion density (19) in

the quasineutrality condition (ñi ' ñe) to obtain an equation for the (normalized) fluctuating

electrostatic potential

Φ̃ =
τ

G(b)
(ñe − n) , (20)

where

n
(
ζ; t
)
≡ 2√

π

∫ ∞

0
dV⊥

∫ +∞

−∞
dV||V⊥J0

(
ζ, V⊥

)
g
(
ζ, V||, V⊥; t

)
exp

(
−V 2

|| − V 2
⊥
)
, (21)
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can be calculated numerically once g is known. If we assume that the electron response is

adiabatic, ñe = Φ̃, Eq. (20) then reduces to

Φ̃ =
n

1−G(b)/τ
. (22)

III. ELECTRON DYNAMICS

The perturbed electron density, which is yet unspecified, is required in the quasineutrality

condition (20). One possible model is to simply assume that the transport along the field

line is large enough to short-circuit charge separation. In this case, the electron response is

adiabatic and the electrostatic potential can be calculated directly from Eq. (22). However

in low-Te, high-density edge plasmas ion-electron collisions can prevent the electron density

perturbation from reaching a Boltzmann distribution. Assuming that the parallel wavelength

of the mode
(
∼ k−1

||
)

is larger than the electron mean free path, the (normalized) perturbed

electron density can be calculated from Braginskii’s fluid equations8 (appendix A)

∂ñe

∂t′′
= ξc

[
L2

n∇2
||h̃−Q||

(
ζ
)
Ln∇||h̃

]
+ i

√
b0
[
Φ̃ + 2S⊥

(
ζ
)
h̃
]
− S

(||)
i . (23)

where h̃ ≡ ñe − Φ̃ ' ñi − Φ̃ and ξc � 1 is related to the plasma collisionality. The first

term on the right-hand side of Eq. (23) describes the transport of current density along the

magnetic field line; the second term represents the transport of current density across the

magnetic field; and finally the third term [which can be calculated from the velocity moment

of δf ; see Appendix A] is the divergence of the parallel component of the ion flux.

IV. NUMERICAL RESULTS

The numerical solution of Eqs (10,23) involves two kinds of difficulties. The first difficulty

is associated with the secular behavior of the curvature terms [Ωdi in the ion gyro-kinetic

equation (10); and S⊥ in the electron density equation (23)]. In the limit of large toroidal an-

gle, it can be shown that these quantities scale linearly with ζ. Therefore, if the modes have
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a broad extent along the magnetic field line (as one would expect in a low-shear system), the

secular terms will be become important and the numerical integration then requires a small

time step. The second difficulty is associated with the different characteristic time scales of

the ion and electron dynamics. In particular the characteristic time scale associated with

the electron dynamics, Eq. (23), is small because the transport along the field line is large

[i.e. ξc � 1 in Eq. (23)].

The perturbed ion distribution is stored in a 3-D array g = g
(
V||, V⊥, ζ

)
at each time

step. The perturbed electron density ñe = ñe

(
ζ
)

and the fluctuating electrostatic potential

Φ̃ = Φ̃
(
ζ
)

are stored in one-dimensional arrays at each time step. The infinite velocity

domain of V|| and V⊥ are approximated by large finite domains. Because of the secular

behavior in Ωdi, we use an implicit method for the left-hand side of Eq. (10) and for the

term Ωdig on the right-hand side. This method requires no pivoting and is time-efficient

to integrate Eq. (10) everywhere in velocity space. For the electron dynamics, Eq. (23),

the fact that the collisional parameter ξc is large requires the use of a fully-implicit method

(Appendix B).

For the simulations reported in this paper, the grid in V|| ranges from V||min = −12.0 to

V||max = +12.0 with N|| = 260 grid points; the grid in V⊥ ranges from 0 to V⊥max = 7.0

with N⊥ = 120 grid points. The mesh size in the toroidal angle is ∆ζ = π/100 and the

normalized time step is ∆t′′ = ω?∆t = 5 × 10−3. These parameters have been varied to

test their sensitivities. For simplicity, we have set the radial mode number θk to zero [the

choice θk = 0 is motivated by a recent numerical analysis in a low-shear system22]. At

the beginning of the simulations, we assume that g is Maxwellian with a small amplitude

A
(
ζ
)

= A0 exp
[
−σ

(
ζ − ζ0

)2
]

where A0 � 1 and σ > 0; we then evaluate n using Eq.

(21). Assuming an adiabatic electron response (only at t = 0!), we determine Φ̃ along the

field line using Eq. (22). The numerical integration of the model Eqs (10) and (23) [coupled

through the quasineutrality condition (20)] then proceeds as follows
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• STEP 1 Calculate g
(
V||, V⊥, ζ

)
everywhere in phase space using Eq. (10) ;

• STEP 2 Calculate ñi using Eq. (19) which is then substituted in the right-hand side

of Eq. (23) ;

• STEP 3 Substitute the new value of ñe, calculated from Eq. (23), into the right-hand

side of Eq. (20) and calculate Φ̃ ;

• STEP 4 Go to STEP 1; [Repeat steps 1-4 until |∂γ/∂t′′| < ε and |∂ωr/∂t
′′| < ε, where

ε � 1 is a prescribed smallness parameter. See Eqs (24) and (25) for definitions of γ

and ωr].

The linear growth rate, γ, and the mode frequency, ωr, are calculated dynamically according

to

γ(t′′) =
1

|
〈
Φ̂
〉

ζ
|
∂|
〈
Φ̂
〉

ζ
|

∂t′′
. (24)

and

ωr(t
′′) = <

 i〈
Φ̂
〉

ζ

∂
〈
Φ̂
〉

ζ

∂t′′

 , (25)

Here |Φ| ≡ (ΦΦ?)1/2 denotes the norm of Φ,
〈
Φ̂
〉

ζ
denotes an average along the magnetic

field line

〈
Φ̂
〉

ζ
≡ 1

2ζm

∫ ζ0+ζm

ζ0−ζm

Φ̂ (ζ ′) dζ ′ . (26)

where < (X) is the real part of X, ζ0 represents a toroidal angle of reference and ζm is a

parameter. To determine the correct mode frequency and growth rate, the parameter ζm

must be varied until ωr and γ become independent of ζm. In practise, the initial guess

for ζm is obtained by estimating the extended toroidal angle at which the secular part of

|∇α| dominates over its periodic part. The final values for ωr and γ are obtained when

|∂ωr/∂t
′′| and |∂γ/∂t′′| become smaller than a prescribed smallness parameter ε. In this
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paper, we have chosen ε = 10−3. The model equations (10) and (23) have been solved nu-

merically for one field line (α0 = 0, which corresponds to the outboard side of the plasma;

and ρ0 =
√
s0a = 0.95a) of the toroidal heliac H1-NF23. The 3-D equilibrium state has been

computed using the equilibrium code VMEC24–26 for a set of 100 magnetic surface with zero

net toroidal current within each flux tube, a volume-averaged β̄ of 0.36 % and a pressure

profile of the form p0 (s) = p0 (0) (1− s)
2
. In this paper, we retain all harmonics in the

equilibrium quantities; however it has recently been suggested27 that, for a specific resistive

drift-wave model28, not all harmonics in the equilibrium are important as far as linear calcu-

lations are concerned. Since the VMEC coordinates are not straight, a mapping code is used

to specify the equilibrium in straight-field-line coordinates; the geometrical quantities B(ζ),

S⊥(ζ), k⊥(ζ), |∇α|2 (ζ) and S||(ζ) are calculated using standard curvilinear techniques29

In order to get physical insight it is convenient to use advanced visualization techniques29

and to display equilibrium quantities that enter the model equations in physical space. In

Fig. 1, the magnetic field strength B on the magnetic surface s0 = 0.9 of H1-NF23 is shown.

The rapid variation of B on the surface is due to the combined effects of the usual 1/R

(where R is the distance from the axis of revolution to a point on the surface) and the local

modulation due to the toroidal field coils (‘patches’ in Fig. 1). The normal component of

the magnetic curvature κn ≡ n̂·κ [where n̂ ≡ (∇ψ·∇ψ)
−1/2 ∇ψ is the unit vector normal

to the magnetic surface, and κ ≡ ê||·∇ê|| is the magnetic curvature] for the same magnetic

surface as in Fig. 1, is shown in Fig. 2. The normal curvature is unfavorable (κn < 0) in

the outboard side of the plasma. The geodesic curvature κg ≡ b̂·κ, where b̂ ≡ B×n̂/B is

the binormal unit vector, is shown in Fig. 3. As in the tokamak case (for which κg ∝ sin θ)

the geodesic curvature is small in the outboard side of the plasma. As it is evident in Figs 2

and 3, the main differences in κn and κg between a low-β tokamak plasma and a heliac-type

plasma arise because of the additional local modulations due to the variation of R (heli-

cal axis) and the toroidal field coils. The curvature term in the ballooning representation,

S⊥(ζ), as function of the extended toroidal angle is shown in Fig. 4. A rapid modulation
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(compare Figs 1-3) along the field line is superimposed to the (asymptotic) linear behavior

of S⊥. From Fig. 4, one would expect a jagged behavior for the eigenfunction Φ̂; how-

ever, depending on the equilibrium parameters, the parallel transport terms tend to smooth

out the rapid variation along the field line28. As it turns out, the typical eigenfunction is

fairly extended along the field line, with a basic gaussian shape in ζ: the behavior of the

eigenfunctions at the end of the simulations is indeed very similar to those reported in a

fully-fluid model28. In the present study, the rapid modulation due to the toroidal field coil

ripples midly modifies the growth rate of the ITG mode. In the context of trapped-particle

instabilities, however, the influence of the toroidal field coil ripples on the linear growth

rate can be expected to be much more important. The field line of reference in Fig. 4 is

θ0 = ζ0 = 0, which corresponds to a symmetry point in real space; each scalar equilibrium

quantity F0 should be symmetric in ζ, F0

(
−ζ
)

= F0

(
+ζ
)
. The parameters (representa-

tive of H1-NF experimental conditions) used in the simulations are: Te = 12 eV, τ = 2.8,

n0 = 6.5× 1012 cm−3, Ln = 8.0 cm. Fig. 5 shows the asymptotic (∂/∂t′′ ≈ 0) growth rate,

normalized to ω?, as a function of kθρs0 ∝ N . The ion temperature gradient parameter is

ηi = 1.9. The fastest linear growth rate is kθρs0 ' 0.6. The corresponding mode frequency,

ωr, is shown in Fig. 6. The mode rotates in the ion diamagnetic direction, and becomes

more negative as the toroidal mode number increases (as in the tokamak case). The mode

frequency varies linearly between kθρs0 = 0.4 and kθρs0 = 0.8, and becomes independent of

the toroidal mode number for kθρs0 > 0.8. We have studied investigated the influence of the

ion temperature gradient parameter (ηi) (Fig. 7). The toroidal mode number is unchanged

at kθρs0 = 1.0. The mode is (linearly) stable for small ηi; the threshold for instability occurs

at ηi = ηic ' 1.12. For ηi > ηic, the linear growth rate scales approximately linearly with the

ion temperature gradient parameter. Although the geometrical details (in the ballooning

representation) between a tokamak with circular magnetic surfaces and a fully 3-D stellara-

tor with a helical magnetic axis are substantially different, the linear growth rate and mode

frequency are qualitatively quite similar.
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V. CONCLUSION

We have studied low-frequency, drift-type modes in the geometry of a three-field period

stellarator. In the low-frequency regime, the plasma is quasineutral

ñi

(
Φ̃
)

= ñe

(
Φ̃
)
. (27)

The perturbed ion density, ñi, has been calculated by taking the velocity moment of the ion

distribution function δf which, in turn, has been obtained by solving the linear, collisionless

ion gyro-kinetic equation in the ballooning representation. The fluctuating electron den-

sity, ñe, has been calculated using Braginskii’s fluid equations. Because of the fast electron

transport along B, an implicit method has been used for the electron dynamics. Numerical

simulations have been carried out for a low-shear, three-field-period stellarator. The fastest

(linear) growth rate, γ, increases with the toroidal mode number N ; for very large N , how-

ever, the growth rate decreases with N . A scan in the ion temperature gradient parameter

ηi showed that a drift mode becomes unstable for ηi > ηic ' 1.12. The ηi threshold found

in this study is comparable to ηic found in tokamaks with similar equilibrium parameters.

Although the curvature term in the ballooning representation has a jagged behavior (Fig. 4)

as a result of the rapid modulation of equilibrium quantities on the magnetic surface (Figs

1-3), the qualitative dependence of the growth rate on the toroidal mode number (Fig. 5)

and on the ηi parameter (Fig. 7) is quite similar to what can be expected in a medium-sized

tokamak plasma.

A limitation of our model is the neglect of trapped particles. As the plasma collisionality de-

creases, the appearance of toroidally-trapped and helically-trapped particles can lead to new

instabilities17. Inclusion of magnetic trapping in stellarator geometry is left for future work.

Although a linear formalism can help to provide physical insight, fully three-dimensional,

nonlinear turbulence simulations, including the effects of zonal flows30, are required to make

comparison between stellarator and tokamak transport. Recent nonlinear fluid simulations
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of drift-wave turbulence in the flux-tube geometry by Kendl et al.31 represent a noticeable

step towards that goal.
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APPENDIX A: ELECTRON FLUID MODEL

The starting equations are the electron continuity equation8

∂ne

∂t
+ ∇· (neVe) = 0 , (A1)

and the electron momentum equation (neglecting the electron inertia and stress tensor)

ene

(
E +

Ve×B

c

)
+ ∇pe = Rei , (A2)

where Ve is the electron fluid velocity, pe = neTe is the electron pressure and

Rei = η||J|| + η⊥J⊥ − 0.71 ne∇||Te − 3 ne

2 ωceτe
ê||×∇Te . (A3)

is the friction force arising from electron-ion collisions for a plasma with singly-charged ions8

(µ = 0.71 is a thermoelectric coefficient). Here η|| and η⊥ are the parallel and perpendicular

classical resistivities, respectively; ωce ≡ (eB)/ (mec) is the electron cyclotron frequency;

and τe is the electron basic collisional time. In the low-frequency regime, one can solve Eq.

(A2) perturbatively for Ve⊥

Ve⊥ = VE + Vde + Vc , (A4)

where

VE ≡ c

B
E×ê|| ,

Vde ≡ c

eneB
∇pe×ê|| , (A5)

Vc ≡ c

eneB
ê||×Rei ,

are the lowest-order E×B drift velocity, the electron diamagnetic drift velocity and the

ion-electron-collision-driven drift velocity, respectively. In the linear approximation, the

divergence of the perpendicular electron flux is

∇· (neVe⊥) = VE·∇n0︸ ︷︷ ︸
[1]

+n0∇·VE + ∇· (neVde)︸ ︷︷ ︸
[2]

+∇·
(

c

eB2
B×Rei

)
︸ ︷︷ ︸

[3]

, (A6)

15



where term [1] represents the linear drive, term [2] are curvature contributions, and term

[3], which arises due to the perpendicular resistivity, is roughly (ωceτe)
−1 � 1 times smaller

than term [1]. For any scalar f , we note that

∇·
(

B×∇f

B2

)
= ∇f ·∇×

(
B

B2

)
− B

B2
·∇×∇f

=
∇f

B2
· (∇×B)︸ ︷︷ ︸

[1]

+2∇f ·
(
ê||×∇B

B2

)
︸ ︷︷ ︸

[2]

. (A7)

From Ampere’s law, 4πJ0 = c∇×B (where J0 is the equilibrium current density) and

the radial force balance, J0×∇p0 = c∇p0, it follows that |∇×B| /B ∼ β/Ln, where

β ≡ 8πp0/B
2
0 . Noting that |∇B/B| ∼ 1/R (R being the average radius of the mag-

netic axis), it follows that the ratio of the two terms on the right-hand side of Eq. (A7) is

(term [1]) / (term [2]) ∼ β/ (2εn), where εn ≡ Ln/R is the toroidicity parameter. Below we

shall assume that β � εn. The compression of the lowest-order E×B drift velocity reads

[neglecting corrections of O (β)]

∇·VE ' 2
cTe0

eB0Ln
∇Φ̃·

(
ê||×Q

B?

)
= 2iω?

√
b0S⊥

(
ζ
)

Φ̃ , (A8)

where, as before, Q ≡ Ln∇B/B = O (εn) is related to the magnetic curvature,

B?

(
ζ
)
≡ B

(
ζ
)
/B0 is the normalized magnetic field strength and S⊥

(
ζ
)

is defined in

Eq. (15). We note that the E×B drift velocity in the ballooning representation reads

VE = ics
√
b0
(
ê||×ê⊥/B?

)
Φ̃ so that the linear drive is simply VE ·∇n0 = −in0ω?

√
b0Φ̃,

where we used the relation B−1
? ∇ρ·

(
ê||×ê⊥

)
= 1. We again use Eq. (A7), neglect finite-β

corrections, to obtain the divergence of the electron diamagnetic flux

∇· (neVde) = −2in0ω?

√
b0S⊥

(
ζ
) (
ñe + T̃e

)
. (A9)

Combining the above results one obtains the divergence of the cross-field electron flux

∇·Γe⊥ = −iΓ?

√
b0
[
Φ̃ + 2S⊥

(
ζ
) (
h̃+ T̃e

)]
, (A10)

where Γe⊥ ≡ neVe⊥, Γ? ≡ n0ω? = n0cs/Ln and h
(
ζ
)

= ñe

(
ζ
)
− Φ̃

(
ζ
)

is the nonadiabatic

part of the electron response. Taking the scalar product of the electron momentum equation

(A2) with ê|| and solving for J||

16



J|| = en0csξcLn∇||
[
h̃+ (1 + µ) T̃e

]
, (A11)

where ξc ≡ 2 (ω?τe) (mi/me)� 1 is termed the ‘collisional parameter’. Noting that

∇·J|| = ∇||J|| + J||∇·ê|| = ∇||J|| − J||Q||
(
ζ
)
/Ln , (A12)

and defining G̃ ≡ h̃+ (1 + µ) T̃e, one gets the divergence of the parallel current density

∇·J|| = eΓ?ξc
[
L2

n∇2
||G̃−Q||

(
ζ
)
∇||G̃

]
. (A13)

Combining Eqs (A10,A13) in the electron continuity equation (A1) one gets

∂ñe

∂t′′
= ξc

[
L2

n∇2
||G̃−Q||

(
ζ
)
Ln∇||G̃

]
+ i

√
b0
[
Φ̃ + 2S⊥

(
ζ
) (
h̃+ T̃e

)]
− S

(||)
i , (A14)

where, as before, t′′ ≡ ω?t is the normalized time and S
(||)
i ≡ ∇·Γi||/ (n0ω?). If the electron

temperature fluctuations are neglected, T̃e 7→ 0, then G̃ 7→ h̃ and

∂ñe

∂t′′
= ξc

[
L2

n∇2
||h̃−Q||

(
ζ
)
Ln∇||h̃

]
+ i

√
b0
[
Φ̃ + 2S⊥

(
ζ
)
h̃
]
− S(||)

i . (A15)

To calculate the term related to the parallel ion dynamics, S
(||)
i , we use

δf = FM

[
gJ0 +

Φ̃

τ

(
J2

0 − 1
)]

, (A16)

and ∫ d3v

n0
FM =

2√
π

∫ ∞

0
dV⊥

∫ +∞

−∞
dV||V⊥ exp

(
−V 2

|| − V 2
⊥
)
. (A17)

We may write

S
(||)
i = −Q||

(
ζ
) V (f)

||
cs

+ Ln∇||
V

(f)
||
cs

, (A18)

where the parallel component of the fluid ion velocity can be written as

V
(f)
|| =

1

n0

∫
d3vv||δf . (A19)

Collecting equations (A16,A17,A19) we find that

V
(f)
||
cs

=

√
8τ√
π

∫ ∞

0
dV⊥

∫ +∞

−∞
dV||V⊥V||H

(
V||, V⊥, ζ

)
exp

(
−V 2

|| − V 2
⊥
)
, (A20)

where

H
(
V||, V⊥, ζ

)
≡ J0

(
V⊥, ζ

)
g
(
V||, V⊥, ζ

)
+

Φ̃
(
ζ
)

τ

[
J2

0

(
V⊥, ζ

)
− 1

]
. (A21)
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APPENDIX B: NUMERICAL METHOD

With a slight change of notation, S
||
i 7→ S, ñe 7→ N , t′′ 7→ t, Φ̃ 7→ Φ and h̃ 7→ h ≡ N −Φ,

we must solve

∂N

∂t
= ξc

(
L2

n∇2
||h−Q||Ln∇||h

)
+ i

√
b0 (Φ + 2S⊥h)− S , (B1)

where

∇|| =
S||
R

∂

∂ζ
, (B2)

is the parallel gradient operator (keeping α constant), and S|| ∼ 1 varies along the field

line [In a tokamak with circular, concentric magnetic surfaces, ζ 7→ qθ (where θ is the

extended poloidal angle), S|| = 1 and the parallel gradient operator assumes its usual form

∇|| = (qR0)
−1
∂/∂θ]. Upon substituting Eq.(B2) in Eq.(B1) and re-arranging the terms, one

gets

∂N

∂t
− ξcε

2
nS

2
||
∂2N

∂ζ
2 + ξcεnS||G

∂N

∂ζ
− 2i

√
b0S⊥N = R , (B3)

where S||, S⊥, G ≡ Q|| − εndS||/dζ and

R
(
ζ, t
)
≡ i

√
b0Φ(1− 2S⊥)− S − ξcε2nS2

||
∂2Φ

∂ζ
2 + ξcεnS||G

∂Φ

∂ζ
(B4)

depend on the position along the field line. In Eqs (B3) and (B4), εn = Ln/R is the

toroidicity parameter. We define discrete grids in ζ and t and let N
(k)
j ≡ N

(
ζj, tk

)
, where

tk+1 − tk = ∆t = time step and ζj+1 − ζj = ∆ζ = mesh size. Using an implicit method, the

finite difference form of Eq.(B3) reads

(
αj − βj

)
N

(k+1)
j+1 +

(
1 + 2βj − 2i

√
b0S⊥j∆t

)
N

(k+1)
j −

(
αj + βj

)
N

(k+1)
j−1 = r

(k)
j , (B5)

where

αj = ξcεn
∆t

2∆ζ
S||jGj

βj = ξcε
2
nS

2
||j

∆t(
∆ζ
)2 (B6)

r
(k)
j = N

(k)
j +R

(k)
j ∆t . (B7)
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The system of N
ζ

equations defined by Eq.(B5) is written as a tridiagonal matrix, which is

solved using the standard LU decomposition method.
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Figure 1 The magnetic field strength (T) on a magnetic surface of the toroidal H1-NF.

The radial label of the magnetic surface is s0 = 0.90.

Figure 2 The normal component of the magnetic curvature (m−1) for the same magnetic

surface shown in Fig. 1.

Figure 3 The geodesic component of the magnetic curvature (m−1) for the same magnetic

surface shown in Fig. 1.

Figure 4 The curvature term (S⊥) as a function of the extended toroidal angle. The field

line of reference is θ0 = ζ0 = 0.

Figure 5 The normalized growth rate as a function of kθρs for the field of reference θ0 =

ζ0 = 0.

Figure 6 The real frequency as a function of kθρs for the field of reference θ0 = ζ0 = 0.

Figure 7 The normalized growth rate as a function of the ion temperature gradient param-

eter ηi for the same field line as in Figs 4-6.
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FIG.1 Lewandowski
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FIG.2 Lewandowski
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FIG.3 Lewandowski
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FIG.4 Lewandowski
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FIG.5 Lewandowski
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FIG.6 Lewandowski
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FIG.7 Lewandowski
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