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Abstract
A new multigrid algorithm based on the method of self-correction for the solution of

elliptic problems is described. The method exploits information contained in the residual
to dynamically modify the source term (right-hand side) of the elliptic problem. It is
shown that the self-correcting solver is more efficient at damping the short wavelength
modes of the algebraic error than its standard equivalent. When used in conjunction with
a multigrid method, the resulting solver displays an improved convergence rate with no
additional computational work.

1 Introduction

A very common approach for solving elliptic partial differential equations (PDEs) is often
based on iterative solvers. It is well known that basic iterative methods (weighted Jacobi
method, Gauss-Seidel method, etc.) for solving elliptic PDEs are very efficient at damping
the short wavelength error components but converge poorly for the long wavelength error
components [1, 2]. The poor convergence of basic iterative solvers can be mitigated by
considering the original problem on a set of overlapping grids, as in the multigrid method [3].
The fundamental idea behind the multigrid method is to solve modified problems using
different scales (grids) in order to suppress error components of different scales. The main
requirement of the basic iterative solver for the multigrid method is that it must be efficient
at damping the short wavelength components of the error. In this paper, we present
a self-correcting iterative solver that uses the information in the residual to improve the
damping rate of the short wavelength components of the error. The self-correcting iterative
method can be integrated in a multigrid solver resulting in an improved convergence rate.
Although the specific examples reported in this paper are for one-dimensional problems
using the weighted Jacobi method, the method is quite general and can be applied to
multi-dimensional elliptic problems and to various basic iterative solvers [4] such as the
Gauss-Seidel method, the red-black Gauss-Seidel method, etc.

2 Self-correcting Iterative Solver

In this section, we present the basic algorithm of the self-correcting iterative solver. A
numerical example for a one-dimensional Poisson equation based on the weighted Jacobi
method is presented. The damping properties of the self-correcting iterative solver for this
specific numerical example are obtained and discussed.



2.1 Preliminary Remarks

For illustrative purposes, consider the model elliptic problem

L(f) = S , (1)

where L(•) is a negative definite elliptic operator (e.g. L = ∇2) and S is a known source
term. Here f denotes the exact solution; in the remaining of this paper, F refers to the
approximate solution. In practise, Eq.(1) can be solved using an iterative method; since
the resulting solution is approximate, the local residual

r = S − L(F )

is, in general, nonzero. The residual actually contains information about the approxi-
mate solution and the iteration solver itself that can be exploited; one such method is the
multigrid method which updates both the approximate solution and the algebraic error,
e ≡ f − F , (which itself is related to the residual) through a set of nested (overlapping)
grids. The method presented here is, however, based on the original grid; the method can
be used in conjunction (for example as a preconditioner) with other more effective methods
such as the multigrid method. This approach is discussed and tested in Section 3.

2.2 Basic Algorithm

The basic idea behind the self-correcting iterative solver is to exploit the information con-
tained in the residual to correct the right-hand side of Eq.(1). Specifically, we introduce
the intermediary quantity Q which is governed by the following equation

dQ

dt
= r , (2)

together with the auxiliary condition

Q = 0 . (3)

Here t is a time-like variable (continuous iteration parameter). Using an explicit time
discretization, Eqs.(2,3) can be written as

Q(n+1) −Q(n) = ∆t
[
S − L

(
F (n)

)]
≡ ∆t r(n) (4)

and

Q(n+1) = 0 , (5)

where n labels the iteration number and ∆t denotes the time step. Using the auxiliary
condition (5) in Eq.(4), one can write Eq.(1) as

L
(
F (n)

)
= S + νQ(n) (6)

where ν ≡ 1/∆t is a free parameter. Note that the elliptic problem given by Eq.(6) is
identical to the original problem, Eq.(1), except for the modified source term, S ← S+νQ(n)

(a left arrow denotes replacement). As it is apparent from Eqs.(4,5), the modified source
term in Eq.(6) depends on the history of the solution. The basic algorithm for the self-
correcting iterative solver is as follows: starting with the initial guess Q(0) = 0, one has

L
(
F (n)

)
= S + νQ(n)

r(n) = S − L
(
F (n)

)
(7)

Q(n) ⇐= Q(n) + ν−1r(n)



for n = 0, 1, · · ·. The above algorithm requires only one additional vector (or matrix) for
the storage of Q since the last two steps of algorithm (7) can be cast in the form

Q(n) ⇐= Q(n) + ν−1
[
S − L

(
F (n)

)]
.

As it turns out, the convergence properties of the self-correcting algorithm are weakly
depend on the parameter ν. This parameter can be computed dynamically as follows.
Writing Qn+1 as a Taylor expansion around Qn and using Eq.(2) one has

Qn+1 = Qn + Q̇n∆ + Q̈n
(∆t)2

2
+ · · · = Qn + rn∆t +O (

(∆t)2
)

,

where a dot denotes a derivative with respect to time. Introducing a convenient (discrete)
scalar product, 〈•, •〉, we demand that the values of Q between consecutives iterations to
be orthogonal which yields (neglecting second-order corrections)

νn =
∣∣∣∣ 〈Qn, rn〉
〈Qn, Qn〉

∣∣∣∣ . (8)

The absolute value sign is required to ensure stability.

2.3 Numerical Example

The algorithm described in the previous section is quite general. In order to appreciate the
usefulness of the self-correcting iterative solver, we consider the one-dimensional Poisson
equation

d2f

dx2
= S(x) , (9)

on the unit interval x ∈ [0, 1] with boundary conditions f(0) = f(1) = 0. We consider 2
different source terms. The fisrt source term (referred to as case 1) is given by

S(x) = 2(1− x) [(1− x)(1− 5x)− x(2− 5x)] (10)

which corresponds to a smooth exact solution of the form

f(x) = x2 (1− x)3 . (11)

The second source term includes a short wavelength contribution (case 2)

S(x) = 2πmε(1− 2x) cos θ − 2(1 + ε sin θ)−m2π2εx(1− x) sin θ (12)

where θ = mπx, m � 1 (integer) is called the mode number. The corresponding exact
solution is

f(x) = x(1− x) [1 + ε sin θ] . (13)

Here the parameter ε denotes the amplitude of the short wavelength contribution. The basic
iterative solver used to solve Eq.(9) is the damped Jacobi solver. The boundary conditions
are f(0) = f(1) = 0. A uniform grid xj = j∆x is setup with spacing ∆x = 1/Ng (the label
j runs from 0 to Ng). The explicit form of the self-correcting iterative solver is

S̃j = Sj + νQj (∀j ∈ J) step 1

F̂j =
Fj+1 + Fj−1 − (∆x)2S̃j

2
(∀j ∈ J) step 2

Fj ⇐= (1− ω)Fj + ωF̂j (∀j ∈ J) step 3

rj = Sj − Fj+1 − 2Fj + Fj−1

(∆x)2
(∀j ∈ J) step 4

Qj ⇐= Qj + ν−1rj (∀j ∈ J) step 5



where J = {1, 2, · · · , Ng − 1} (interior nodes). The correction step in the above algorithm
are steps 4 and 5; these steps are carried out every P time steps. All the simulations were
performed with a damping parameter of ω = 2/3, ν = 1 (the results are weakly affected
by a variation of this parameter) and N = 1024. For case 2, the mode number used is
m = 14 and the amplitude of the fast mode is ε = 0.25. In all simulations the initial profile
is F = 0.

Figure 1 shows the L2 norm of the residual as a function of the iteration number for
the standard Jacobi method (dashed line) and for the self-corrected Jacobi method (plain
line); the corrective steps have been carried out for each cycle (P = 1). The oscillatory
nature of the residual for the self-corrected case is due to the fact that the corrected source
term actually records the history of the system (see analysis in the next section). If the
corrective steps are only implemented every P = 10 cycles, the period of the oscillations
decrease, as can be seen in Figure 2. For P = 100, the oscillation period decreases even
further (Figure 3). The most interesting aspect of Figure 1 is that the L2 norm of the
residual for the self-corrected case drops sharply after a few iterations. The first minima
of ||r||2 occurs at n = nc = 353 in Figure 1; at n = nc, we have ||r||2 = 0.3452. In
comparison, Nit = 12512 standard Jacobi iterations would be required to reach the same
value of ||r||2. Although the self-correcting Jacobi solver requires the evaluation of the
residual, the overall computational efficiency of the scheme is clearly much better than
that of the standard Jacobi solver. Comparing the central process unit (CPU) time, it is
found that the self-corrected is approximately 23 times more efficient. As it is evident from
Figures (1-3), the location of the first minima is dependent on the value of P used. The
table below shows that the values of nc, ||r||2 and Nit are weakly depend on P . Therefore,
the value of P = 1 is sufficient for most applications.

P nc CPUsc ||r||2(nc) Nit CPU
1 353 0.181 0.3452 12512 4.128
2 488 0.213 0.3399 13319 4.407
3 591 0.241 0.3365 13857 4.513
4 680 0.264 0.3338 14298 4.638
5 755 0.285 0.3317 14648 4.756

Table 1: Comparison of the CPU time for the standard Jacobi solver (CPU) and the
self-correcting Jacobi solver (CPUsc).

Figure 4 shows the exact solution (plain line) and the approximate solutions (dotted line:
standard Jacobi solver; dashed line: self-correcting Jacobi solver) at n = nc (first minima
of ||r||2 in Figure 1). Clearly the self-correcting Jacobi method is able to resolve the
long-wavelength modes associated with the solution whereas the standard Jacobi does not.
Figure 5 and Figure 6 show the L2 norm of the residual as a function of the iteration
number for case 1 and case 2, respectively. We note the first minima of ||r||2 for the case
2 clearly stands out. Figure 7 shows the exact solution (plain line) and the approximates
solutions (dotted line: standard Jacobi solver; dashed line: self-correcting Jacobi solver)
at n = nc (first minima of ||r||2 in Figure 6) for case 2. Here the self-correcting iterative
solver captures the high-frequency modes in some detail but fails to resolve the envelope.
However the standard Jacobi solver performs very poorly for all the modes. Figure 6
shows that the self-correcting Jacobi solver is actually bad when the number of iterations
is large. However, our goal is to find a basic solver (smoother) for multigrid algorithm
that is efficient at damping the short-wavelength modes in the error in a few iterations.
As shown in the next section, the self-correcting Jacobi solver is indeed very efficient at
damping the high-frequency modes of the error.



The standard Jacobi solver requires 4N ′(Ng−1) multiplications and 3N ′(Ng−1) addi-
tions/subtractions, where the total number of grid points is Ng + 1 (including 2 boundary
nodes) and N ′ is the number of relaxation sweeps. The self-correcting Jacobi solver re-
quires M(4N +1)(Ng−1) multiplications and M(3N +4)(Ng−1) additions/subtractions,
where N is the number of Jacobi relaxation sweeps and M is the number of self-correcting
steps. The self-correcting solver requires a smaller number of relaxation sweeps compared
to the standard solver since it is more efficient at damping the short-wavelength modes of
the error (N � N ′). When the parameters N ′ (for the standard solver) and N and M
(for the self-correcting solver) are chosen such that the computational work is comparable
for the 2 solvers, the self-correcting multigrid solver displays an improved convergence rate
(section 3).

2.4 Damping Properties of the Self-correcting Jacobi Solver

In this section, we study the damping properties of a one-dimensional Poisson equation
using the self-correcting Jacobi solver. In view of the linearity of the problem, the mode
amplitudes can be determined exactly. We consider the one-dimensional Poisson equation

d2f

dx2
= S(x) , (14)

on the unit interval with boundary conditions f(0) = f(1) = 0. The source term is chosen
such as to satisfy S(0) = S(1) in which case it can be written as a sine Fourier series

S(x) =
∑

`

S` sin(`πx) , (15)

where

S` = 2
∫ 1

0

S(x) sin(`πx)dx . (16)

The exact solution of Eq.(14) can then be written as a sine Fourier series f(x) =
∑̀

f` sin(`πx)

with f` = −S`/(`2π2). If the initial profile is chosen to be of the form

F (0) =
∑

`

F
(0)
` sin (`πx) ,

then the amplitudes of each Fourier modes after n self-correcting steps (with N relaxation
sweeps for each Jacobi solve) are given by (see Appendix)

F
(n)
` = A(n)

` F
(0)
` + B(n)

` S` (17)

where A(1)
` = ξN

` , B(1)
` = −αµ`, A(2)

` = ξN
` ϕ`, B(2)

` = −αµ`(1 + η + ϕ`) and

A(n)
` = ϕ`A(n−1)

` − ηαµ`λ`

n−2∑
k=1

A(k)
`

B(n)
` = ϕ`B(n−1)

` − ηαµ`λ`

n−2∑
k=1

B(k)
` − αµ`(1 + η(n− 1))

 for n = 3, 4, · · · , M (18)

where α = ω(∆x)2/2, ξ` = 1 − ω + ω cos(`π∆x), λ` = 2 (∆x)−2 [1− cos (`π∆x)], µ` =
k=N−1∑

k=0

ξk
` = (1− ξN

` )/(1− ξ`) and ϕ` = ξN
` − ηαµ`λ`. Here the parameter η is unity for the

self-correcting solver and η = 0 for the standard Jacobi solver. Eqs.(17,18) show that the



mode amplitude at iteration n is a weighted average of the history of that mode. For the
standard Jacobi solver (η = 0), Eq.(18) is simply

A(n)
` = B(n)

` = ξN ′
` , (19)

where N ′ = nN . Clearly the amplitudes of the short wavelength modes are strongly
dependent on the value of ξ` ' 1−ω. The self- correcting solver damps the short wavelength
modes faster than the standard Jacobi solver due to a combinaition of two factors: first
the quantity ϕ` is smaller than ξ`; second, the term αµ`λ` in Eq.(18) is a positive definite
quantity and as a result both A(n)

` and B(n)
` are reduced.

Figure 8 shows the mode amplitude as a function of the mode number ` for the standard
Jacobi solver (plain line; N ′ = 4) and the self-correcting Jacobi solver (dotted line; M =
N = 2). The initial profile Eq. (17) contains 16 modes. The number of grid points is
Ng = 1024 and the damping parameter is ω = 0.5. As it is evident from Figure 8, the short
wavelength modes are more damped for the self-correcting solver compared to the standard
solver. This suggests the use of the self-correcting solver as the basic solver (smoother) in
multigrid algorithms. This approach is discussed in the next section.

3 Self-correcting Multigrid Algorithm

As described in the previous sections, the self-correcting iterative solver is efficient at damp-
ing the short wavelength components of the error. This suggests that the self-correcting
algorithm is used as the basic solver (smoother) in a multigrid algorithm. For illustra-
tive purposes, the case of the V cycle algorithm [3, 5] is discussed here although the basic
method can be extended to other multigrid algorithms.

3.1 Self-correcting V Cycle

As is well known the fundamental idea behind the multigrid method is to solve modified
problems using different scales (grids) in order to suppress error components of different
scales. Problem (1) can be defined on a set of overlapping grids (or levels) as

L(p)F (p) = S(p) ,

where p = 0, 1, · · · , Q labels the level and Q is the total number of levels compatible
with the original number of grid points Ng. The algebraic error, e ≡ f − F , and the
residual, r = S −LF , are related through the residual equation Le = r. If A(p) denotes an
approximation to the inverse of L(p), then the approximate solution on grid level p is

F (p) = A(p)
(
S(p); F (p)

0 ; νp

)
,

where F
(p)
0 denotes the initial guess and νp (integer) is the number of relaxation sweeps.

Taking into account that the original problem [Eq.(1)] and the residual equation are of the
same form, the multigrid V cycle can be cast in algorithmic form as
MultiGrid V cycle

F (p) = A(p)
(
S(p); F (p)

0 ; νp

)
r(p) = S(p) − L(p)F (p)

S(p+1) = I (p 7→ p + 1) r(p)

 p = 0, 1, · · · , Q− 1

F (p) = A(p)
(
S(p); F (p)

0 ; νp

)
F

(p)
0 = F (p) + I (p + 1 7→ p)F (p+1)

}
p = Q, Q− 1, · · · , 1



Here we have defined the intergrid transfer operators from coarse grid to fine grid, I(p+1 7→
p) (prolongation operator), and from fine grid to coarse grid, I(p 7→ p + 1) (restriction
operator). The basic solver (smoother) on grid Ω(p) can be cast in algorithmic form as

Basic Solver
(
Ω(p)

)
r(p) = S(p) − L

(
F (p)

)
Q

(p)
` = Q

(p)
`−1 + ν−1r(p)

Ŝ
(p)
` = S(p) + νQ

(p)
`

L(p)
(
F (p)

)
= Ŝ

(p)
` (N relaxations)

 ` = 1, · · · , M (20)

with the initial condition Q
(p)
0 = 0. As in the previous section, a weighted Jacobi solver is

used to perform the relaxation of L(p)
(
F (p)

)
= Ŝ

(p)
` . Note that the algorithm (20) performs

a total of MN Jacobi relaxation sweeps on each grid Ω(p).

3.2 Numerical Example

In this section, we compare the performance of the self-correcting multigrid solver with the
standard multigrid solver. Although the numerical example presented here is specific to
a one-dimensional problem, the advantage of the self-correcting multigrid solver extends
to multi-dimensional problems as well as other smoothers such as the Gauss-Seidel solver,
the red-black Gauss-Seidel solver, etc. For illustrative purposes, we consider the one-
dimensional problem on the unit interval(

d2

dx2
+ A(x)

d

dx
+ B(x)

)
f(x) = S(x) , (21)

where A(x) = x(1−x) and B(x) = sin (πx). The boundary conditions are f(0) = f(1) = 0.
The initial profile is of the form

F0(x) =
16∑

k=1

sin (kπx) . (22)

The multigrid algorithm used here is the V cycle with the full weighting scheme as restric-
tion operator and the linear interpolation method as prolongation operator.

Figure 9 shows the L2 norm of the residual as a function of the number of V cycles for
2 different smoothers; the plain line is for the standard Jacobi solver (N ′ = 4 relaxation
sweeps on each grid level) whereas the dotted line is for the self-correcting Jacobi solver
(M = N = 2). The number of grid points is Ng = 2048 and the damping parameter is
ω = 0.5. The L2 norm of the residual after 15 consecutive V cycles is approximately 2 orders
of magnitude smaller for the self-correcting solver compared with that of the standard

solver. Figure 10 shows the convergence rate computed from ρ =
(
||r||(k)

2 /||r||(0)
2

)1/k
, where

k is the total number of V cycles (here k = 15), as a function of the number of grid points
for the standard Jacobi solver (plain line) and for the self-correcting Jacobi solver (dotted
line). The initial profile and other parameters are the same as those of Figure 9. For a
sufficiently large number of grid points the convergence rate is independent of Ng (multigrid
convergence). The convergence rate for the self-correcting multigrid solver is about one
third smaller than that for the standard multigrid solver although the computational work
of both solvers are comparable.



4 Conclusion

We have introduced the self-correcting iterative solver for elliptic problems L(f) = S,
where S is the source term. The basic idea behind this solver is to exploit the information
contained in the (instantaneous) residual by dynamically modifying the source term S. A
simple mode analysis has shown that the self-correcting solver damps the short-wavelength
modes of the algebraic error more efficiently as compared to the standard solver. This
property suggests to use the self-correcting solver as a basic smoother for multigrid algo-
rithms. The self-correcting multigrid solver has a better convergence rate than its standard
equivalent for a comparable computational work.
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Appendix: Damping properties of the self-correcting

Jacobi Solver

In this appendix, we consider a one-dimensional elliptic equation on the unit interval

d2f

dx2
= S(x) , (23)

with a source term given by

S(x) =
∑

`

S` sin(`πx) . (24)

As before, f denotes the exact solution, whereas F denotes the approximate solution. The
exact solution of Eq.(23) can then be written as

f(x) =
∑

`

f` sin(`πx) (25)

where f` = −S`/(`2π2), ∀`. The initial profile is taken to be of the form

Finitial(x) = g(x) =
∑

`

A` sin(`πx) . (26)

We first consider the standard weighted Jacobi solver for the discrete version of Eq.(23)

Fj+1 − 2Fj + Fj−1 = (∆x)2Sj (j = 1, · · · , Ng − 1)

where ∆x = 1/Ng is the (uniform) grid spacing. The algorithm for the standard weighted
Jacobi solver is

F̂
(q)
j = 1

2

(
F

(q)
j+1 + F

(q)
j−1

)
− (∆x)2

2 Sj

F
(q+1)
j = (1− ω)F (q)

j + ωF̂
(q)
j

}
q = 0, · · · , N − 1 (27)

where N is the total number of relaxation sweeps. For the given initial profile, we obtain
(in Fourier space) the relations of

F̂
(q)
` = cos(`π∆x)F (q)

` − (∆x)2

2 S`

F
(q)
` = (1− ω)F (q)

` + ωF̂
(q)
`

}
(28)

The approximate solution, F (x) =
∑̀

F` sin(`πx), after N Jacobi relaxation sweeps is

determined by using Eqs.(28) in the algorithm (27); the amplitudes, F`, are given by

F` = ξN
` F

(0)
` − αµ`S` , (29)

where F
(0)
` = A` (see Eq.(26)), α = ω(∆x)2/2, ξ` = 1−ω+ω cos(lπ∆x) and µ` =

N−1∑
k=0

ξk
` =

(1 − ξN
` )/(1 − ξ`). Clearly the short wavelength modes of F (large `) are damped faster

than the long wavelength modes since ξ` is smaller for these modes. We now consider the
damping properties of the self-correcting Jacobi solver. The algorithm for the self-correcting
Jacobi solver is

Q(n) = Q(n−1) + ν−1r(n−1)

L
(
F (n)

)
= S + ηνQ(n) = S(n) (N Jacobi relaxations)

r(n) = S − L
(
F (n)

)
 n = 1, · · · , M



with Q(0) = r(0) = 0. Here η is a switch such that: η = 0, for the standard Jacobi solver;
and η = 1, for the self-correcting Jacobi solver. Using Eq.(29), we have the following
relations (in Fourier space)

Q
(n)
` = Q

(n−1)
` + ν−1r

(n−1)
`

S
(n)
` = S` + ηνQ

(n)
`

F
(n)
` = ξN

` F
(n−1)
` − αµ`S

(n)
`

r
(n)
` = S` + λ`F

(n)
`

 (30)

for n = 1, · · · , M and λ` = 2(∆x)−2 (1− cos(`π∆x)). Using the first 2 relations in Eq.(30)
it is easy to show that the amplitudes of the modified source term, S

(n)
` , depend on the

‘history’ of the amplitudes of the residual since

S
(n)
` = S` + η

n−1∑
k=1

r
(k)
` (n > 1) .

Solving the linear system of equations (30) for the amplitudes of F , one obtains

F
(n)
` = A(n)

` F
(0)
` + B(n)

` S` (31)

where A(1)
` = ξN

` , B(1)
` = −αµ`, A(2)

` = ξN
` ϕ`, B(2)

` = −αµ`(1 + η + ϕ`) and

A(n)
` = ϕ`A(n−1)

` − ηαµ`λ`

n−2∑
k=1

A(k)
`

B(n)
` = ϕ`B(n−1)

` − ηαµ`λ`

n−2∑
k=1

B(k)
` − αµ`(1 + η(n− 1))

 for n > 2 (32)

We have defined ϕ` = ξN
` − ηαµ`λ`.



Figure 1: L2 of the residual as function of the iteration number for case 1 (dashed line: standard
Jacobi solver; plain line: self-correcting Jacobi solver). The corrective steps are implemented at
each cycle (P = 1).



Figure 2: L2 of the residual as function of the iteration number for case 1 (dashed line: standard
Jacobi solver; plain line: self-correcting Jacobi solver). The corrective steps are implemented
every P = 10 cycle.



Figure 3: L2 of the residual as function of the iteration number for case 1 (dashed line: standard
Jacobi solver; plain line: self-correcting Jacobi solver). The corrective steps are implemented
every P = 100 cycle.



Figure 4: Exact solution for case 1 is shown as a plain line. The approximate solutions at
n = nc (which corresponds to the first minima of ||r||2 in Figure 1) for the standard Jacobi
solver (dotted line) and the self-correcting Jacobi solver (dashed line) are also shown.



Figure 5: L2 of the residual as function of the iteration number for case 1 (dashed line: standard
Jacobi solver; plain line: self-correcting Jacobi solver). The corrective steps are implemented at
each cycle (P = 1).



Figure 6: L2 of the residual as function of the iteration number for case 2 (dashed line: standard
Jacobi solver; plain line: self-correcting Jacobi solver). The corrective steps are implemented at
each cycle (P = 1).



Figure 7: Exact solution for case 2 is shown as a plain line. The approximate solutions at
n = nc (which corresponds to the first minima of ||r||2 in Figure 6) for the standard Jacobi
solver (dotted line) and the self-correcting Jacobi solver (dashed line) are also shown.



Figure 8: Amplitude of the Fourier modes for the standard Jacobi solver (N ′ = 4 relaxation
sweeps) and for the self-correcting solver (M = 2 solves with N = 2 Jacobi relaxation sweeps
per solve). The computational work of the two solvers is comparable.



Figure 9: L2 norm of the residual as a function of the iteration number for the standard Jacobi
solver (triangles; plain line) and the self-correcting Jacobi solver (diamonds; dotted line). The
number of grid points is Ng = 2048, the damping parameter is ω = 0.5 and the initial profile is

F0(x) =
16∑

k=1

sin(kπx).



Figure 10: Multigrid convergence rate as a function of the number of grid points for the standard
Jacobi solver (triangles; plain line) and the self-correcting Jacobi solver (diamonds; dotted line).

The damping parameter is ω = 0.5 and the initial profile is F0(x) =
16∑

k=1

sin(kπx).
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