
PREPARED FOR THE U.S. DEPARTMENT OF ENERGY,
UNDER CONTRACT DE-AC02-76CH03073

PRINCETON PLASMA PHYSICS LABORATORY
PRINCETON UNIVERSITY, PRINCETON, NEW JERSEY

PPPL-3892 PPPL-3892
UC-70

Physics of Substorm Growth Phase,
Onset, and Dipolarization

by

C.Z. Cheng

October 2003



PPPL Reports Disclaimer

This report was prepared as an account of work sponsored by an
agency of the United States Government. Neither the United States
Government nor any agency thereof, nor any of their employees, makes any
warranty, express or implied, or assumes any legal liability or
responsibility for the accuracy, completeness, or usefulness of any
information, apparatus, product, or process disclosed, or represents that its
use would not infringe privately owned rights. Reference herein to any
specific commercial product, process, or service by trade name, trademark,
manufacturer, or otherwise, does not necessarily constitute or imply its
endorsement, recommendation, or favoring by the United States
Government or any agency thereof. The views and opinions of authors
expressed herein do not necessarily state or reflect those of the United
States Government or any agency thereof.

Availability

This report is posted on the U.S. Department of Energy’s Princeton
Plasma Physics Laboratory Publications and Reports web site in Fiscal
Year 2004. The home page for PPPL Reports and Publications is:
http://www.pppl.gov/pub_report/

DOE and DOE Contractors can obtain copies of this report from:

U.S. Department of Energy
Office of Scientific and Technical Information
DOE Technical Information Services (DTIS)
P.O. Box 62
Oak Ridge, TN 37831

Telephone: (865) 576-8401
Fax: (865) 576-5728
Email: reports@adonis.osti.gov

This report is available to the general public from:

National Technical Information Service
U.S. Department of Commerce
5285 Port Royal Road
Springfield, VA 22161

Telephone: 1-800-553-6847 or
(703) 605-6000

Fax: (703) 321-8547
Internet: http://www.ntis.gov/ordering.htm



Physics of Substorm Growth Phase, Onset, and Dipolarization

C. Z. Cheng

Princeton Plasma Physics Laboratory, Princeton University, Princeton, NJ 08543

Received ; accepted

Short title: SUBSTORM MECHANISMS



2

Abstract. A new scenario of substorm growth phase, onset and dipolarization

during expansion phase and the corresponding physical processes are presented. During

the growth phase, as a result of enhanced plasma convection, the plasma pressure and

its gradient are continued to be enhanced over the quiet-time values in the plasma sheet.

Toward the late growth phase, a strong cross-tail current sheet is formed in the near-

Earth plasma sheet region, where a local magnetic well is formed, the plasma beta can

reach a local maximum with value larger than 50 and the cross-tail current density can be

enhanced to over 10nA/m2 as obtained from 3D quasi-static magnetospheric equilibrium

solutions for the growth phase. The most unstable kinetic ballooning instabilities (KBI)

are expected to be located in the tailward side of the strong cross-tail current sheet region.

The field lines in the most unstable KBI region map to the transition region between the

region-1 and region-2 currents in the ionosphere, which is consistent with the observed

initial brightening location of the breakup arc in the intense proton precipitation region.

The KBI explains the AMPTE/CCE observations that a low frequency instability with a

wave period of 50− 75 seconds is excited about 2-3 minutes prior to substorm onset and

grows exponentially to a large amplitude at the onset of current disruption (or current

reduction). At the current disruption onset higher frequency instabilities are excited so

that the plasma and electromagnetic field fluctuations form a strong turbulent state.

Plasma transport takes place due to the strong turbulence to relax the ambient plasma

pressure profile so that the plasma pressure and current density are reduced and the

ambient magnetic field intensity increases by more than a factor of 2 in the high-βeq

region and the field line geometry recovers from tail-like to dipole-like – dipolarization.
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1. Introduction

Substorms are considered to be the most important dynamical process in regulating

the plasma and magnetic field energy in the magnetosphere (particularly in the plasma

sheet) and the ionosphere. The observations of substorm auroral and magnetospheric

processes clearly demonstrate that the entire substorm process involves a growth phase,

onset and breakup, expansion phase, and recovery phase [e.g., Akasofu, 1977]. During

the growth phase the polar cap region expands equatorward, the auroral oval shrinks in

width, convection enhances, and the magnetospheric magnetic field topology at the night

side becomes stretched. Immediately before the breakup, a discrete auroral arc (usually

the equatorward-most visible arc) brightens from within a 1◦ to 2◦ wide latitude region

of the intense proton emission near the poleward edge of the intense proton precipitation

[Samson et al., 1992a]. The onset of expansion phase is an extremely fast and apparently

local process characterized in the ionosphere by a localized brightening usually located

in the pre-midnight sector in the breakup arc and in the magnetosphere by a localized

turbulent disturbance in the near-Earth plasma sheet equatorial region. These significant

morphological changes occur on a time scale of tens of seconds or even less. The substorm

breakup in the expansion phase involves the development of the breakup arc into a vortex

structure, a poleward expansion of the vortex within the auroral oval which corresponds

to the spread of turbulent disturbance into a wider region in all directions in the equatorial

plane, the dipolarization of the magnetic field topology in the inner central plasma sheet

(CPS), the energization of CPS particles, and the magnetic signatures of the enhanced

ionospheric currents. In the expansion phase, the expanding vortex reaches the poleward

boundary of diffuse electron precipitation, which also expands poleward. The expansion

phase lasts minutes to tens of minutes, after which the system returns to a less disturbed

state during the recovery phase which lasts tens of minutes. It is to be emphasized that

the substorm energy release in the auroral electrojet is only a small portion of the total

substorm energy release. Most energy is released through changes in ring current, cross-
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tail current, plasma sheet plasma and magnetic field, and perhaps plasmoid formation

and its tailward motion in the magnetosphere.

Not all substorm dynamical processes lead to a full expansion phase of auroral

arc breakup. Weaker substorms form an auroral vortex that does not expand as far

poleward as the polar cap boundary, and that is not accompanied by signatures of

lobe flux reconnection. However, these substorms begin with the intensification of a

discrete auroral arc, and lead to vortex formation. These substorms have been called

pseudo-breakups. Pseudo-breakups stall before lobe field lines are involved whereas full

breakups are followed by a full expansion phase. In this paper they are considered as

weak substorms [see, e.g., Mishin et al., 2000, and references therein].

The entire substorm process can be considered phenomenologically as a dynamical

sequence of energy storage and release in the plasma sheet. Because the change of energy

in the ionosphere is much smaller than that in the plasma sheet during substorms, the

substorm auroral dynamics can be considered as the ionospheric signatures of the plasma

sheet dynamics. The growth phase is a period of enhanced energy storage in the plasma

sheet which can be considered as a magnetic container to store enhanced plasma particle

and energy. The stored plasma energy consists of the plasma pressure and its earthward

gradient. The magnetic energy of the plasma sheet also increases during the growth

phase due to the equatorward compression and tailward stretching of the magnetic field

lines so that a greater amount of plasma free energy can be stored in the magnetic

container. The plasmas are supplied by the solar wind through enhanced magnetic

merging and reconnection on the dayside. As the plasma free energy in the plasma

sheet increases above a critical level, which depends on the capacity of the magnetic

container, plasma instabilities are triggered and a plasma turbulence is excited in the

plasma sheet at the substorm onset. During the expansion phase, the turbulence spreads

in the plasma sheet and redistributes and energizes the plasmas, and some plasmas are

eventually transported out of the plasma sheet into ionosphere, inner magnetosphere
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and even down the magnetotail tail. The plasma turbulence and transport processes

then relax the plasma pressure profile to reduce the free energy that excites the plasma

instabilities, cause the cross-tail current density to reduce and the magnetic field to

dipolarize in the central plasma sheet, which are related to the auroral breakup and

intensification, and enhanced ionospheric currents. After the turbulence level decreases,

the plasma sheet and the ionosphere recover to a less disturbed state during the recovery

phase. Other phenomenological views of substorms in terms of energy storage and release

with different proposals of energy storage and release processes have also been proposed

[e.g., Rostoker et al., 1980; Rostoker, 1999].

As the substorm research progresses, one needs to understand the underlying physical

mechanisms of substorm processes. Thus, a satisfactory substorm model requires detailed

theories and calculations to explain the underlying physical processes such as how the

magnetospheric configuration and plasma distribution changes during the growth phase,

what instability causes the substorm onset and leads to plasma turbulence and auroral

breakup, and what causes the magnetic field to dipolarize in the plasma sheet, etc. The

models must subject to the observational constraints.

In this paper, we present theoretical models to address some of the key issues of

substorm observations: plasma pressure, current and magnetic field distributions in the

magnetosphere and corresponding features in the ionosphere during the growth phase,

features of substorm onset due to kinetic ballooning instability, and the mechanism of

dipolarization in the plasma sheet during the expansion phase. The theoretical models

for these processes are inter-related. The theoretical calculations are compared with

observations to verify the theoretical models. In the following we first review the relevant

observational features of substorms in both the magnetosphere and ionosphere. We

then present three-dimensional (3D) solutions of the magnetosphere that satisfy force

balance among plasma pressure, current and magnetic field with the effect of plasma

flow energy neglected. The ideal MHD and kinetic theories of ballooning instability are
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then presented to describe the substorm onset process. Then, a theory of dipolarization

in the plasma sheet is presented. A discussion of the role of magnetic reconnection on

substorm is also presented. Finally, a summary and discussion is presented.

2. Review of Relevant Observational Features of Substorms

In this Section we review salient observational features of substorm dynamics in both

the magnetosphere and the ionosphere. These observations are extremely important in

constraining substorm theories and clarifying questions concerning the magnetosphere-

ionosphere coupling. However, the difficulties in observing substorm onset related

phenomena due to its extremely fast time scale and localized spatial scale are often

exacerbated by significantly disturbed background conditions that can obscure the real

commencement of auroral breakup and expansion phase activity. Liou et al. [1999, 2000]

compared different signatures of onset and concluded that the most robust substorm onset

timing indicator is the breakup arc brightening that typically overtakes other signatures of

the expansion phase commencement. Therefore, to reach a comprehensive understanding

of substorm dynamics it requires a comparison of auroral signatures with the plasma sheet

dynamics.

2.1. Substorm Growth Phase

The first stage of substorm dynamics is called the growth phase [McPherron, 1970]

and typically starts after the interplanetary magnetic field (IMF) turns southward. It

typically lasts about 0.5-1 hour with a significant amount of energy stored in the plasma

sheet. During the growth phase an increased cross-tail electric field enhances the plasma

convection toward the earth such that the plasma pressure (and thus its gradient)

increases and the cross-tail current intensifies in the near-Earth plasma sheet region.

Observations [Kistler et al., 1992] have shown that the pre-onset pressure increases

monotonically with decreasing radial distance, reaching 1.5 nPa at 10RE, 4 nPa at 7RE,
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and 10 nPa at 5RE. In the meantime the open magnetic flux forms in the lobe region,

which expands equatorward with enhanced magnetic field intensity, pushes the plasma

sheet magnetic field equatorward, and causes them to stretch tailward leading to the

thinning of the plasma sheet and the formation of a “thin” and intensified cross-tail

current sheet in the near-Earth plasma sheet region (∼ 6 – ∼ 13RE) [e.g., Sergeev et al.,

1990, 1993b; Lui, 1993; Sanny et al., 1994] Figure 1.

The common ionospheric signatures of the growth phase include that the polar cap

region expands equatorward, the aurora emissions of both soft electrons with energy of

∼ 100 eV (630 nm red line emissions) and energetic protons (486.1 nm Hβ emissions)

move equatorward and brighten, and the auroral oval shrinks in width. These features are

clearly shown in the ground based optical images between t1 and t2 as well as between t3

and t4 in plates (a) and (c) of Figure 1 [Voronkov et al., 2003]. Usually, several brightening

spots are observed during the polar cap expansion. The poleward edge of the auroral

oval (or soft electron precipitation) defines the polar cap region, and corresponds to the

open-closed field line boundary [Samson et al., 1992b; Blanchard et al., 1997]. Thus, the

equatorward expansion of the polar cap corresponds to the equatorward expansion of

the lobe region. The equatorward movement and brightening of the electron and proton

aurora emissions correspond to the equatorward movement of the field aligned currents

and their intensification in the ionosphere. Typically the proton aurora forms a band

of ∼ 2◦ latitude and overlaps with the equatorward part of the electron aurora, which

has a ∼ 5◦ width in latitude. Prior to substorm onset, the latitudinal extent of the soft

electron precipitation region decreases to∼ 2◦ to 5◦, which indicates significant stretching

of magnetic field lines in the magnetotail and thinning of the plasma sheet.

Another important ionospheric feature of the substorm growth phase is that prior

to substorm onset a discrete arc (usually the most equatorward visible arc) in 557.7

nm green line emissions (produced by hard electrons with energy ≥ 1 keV) with a

thickness of tens of kilometers brightens up for several minutes from within a 1◦ to
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2◦ wide latitude region of the intense proton emission located near the equatorward edge

of the diffuse electron emissions before it forms a vortex and expands poleward, a process

called breakup [Samson et al., 1992a; Voronkov et al., 2003]. This feature is clearly

shown in the optical images at t2 and t4 in plate (b) of Figure 1. Also, the “breakup” arc

usually lies equatorward of the ionospheric convection reversal in the north-south electric

field known as the Harang discontinuity. The “breakup” arc can be as much as 5◦ − 6◦

equatorward of the polar cap boundary, which suggests that the breakup arc is situated

on stretched but dipole-like field lines that cross the equatorial plane close to the Earth,

possibly between 6 and 12 RE.

Although the growth phase features such as the equatorward expansion of the polar

cap region, thinning of the plasma sheet, and motion of the inner portion of the cross-tail

current toward the Earth are very common features of the substorm growth phase, they

are not always observed, in particular for weaker substorms, and thus are probably not the

necessary conditions for the triggering of a substorm intensification. However, one of the

few predictable features of the substorm growth phase is the formation and brightening

of a discrete arc and its breakup within the region of intense proton precipitation, which

poses as the most critical test of a successful substorm model.

2.2. Substorm Onset

The substorm onset is an extremely fast and apparently local process characterized

both in the magnetosphere and the ionosphere by significantly morphological changes

that occur on time scales of tens of seconds [e.g., Takahashi et al., 1987b; Samson et al.,

1992a]. Based on coordinated observations of AMPTE/CCE and GOES satellites, the

substorm onsets are found to be initiated in a localized equatorial region of about 1 RE

wide in the cross-tail current sheet in the near-Earth plasma sheet between X ∼ −6 to

−10RE around midnight [e.g., Ohtani et al., 1991]. At the onset location the magnetic

field is marked by the initiation of large amplitude (as large as the background field)
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magnetic field fluctuations with wave periods of ∼ 60 seconds (in the Pi 2 frequency

range) and shorter (15 seconds and below) [Takahashi et al., 1987a]. A more careful

analysis of the magnetic field data based on AMPTE/CCE observations shows that a

low frequency instability in the Pi 2 frequency range is excited at the near-Earth plasma

sheet onset location at about 2 minutes before substorm onset [Cheng and Lui, 1998a,

1998b]. The instability occurs when the plasma pressure becomes isotropic and the

equtorial plasma β increases abruptly to ≥ 50 from ∼ 20 in about 3 minutes near the

end of the growth phase [Lui et al., 1992]. The instability grows exponentially to a large

amplitude with δB/B ≥ 0.3 at the substorm onset, has γ/ωr ∼ 0.2 and ωr/ωci ∼ 0.1,

and is explained in terms of a kinetic ballooning instability (KBI) [Cheng and Lui, 1998a,

1998b], where γ is the instability growth rate and ωr is the real frequency. Based on the

observation of AMPTE/CCE spacecraft, at the approach of substorm onset, there is an

explosive growth phase, which lasts ∼ 30 seconds and is characterized by a large upsurge

in the duskward ion bulk drift to nearly the ion thermal velocity is found near the local

midnight sector [Ohtani et al., 1992]. The interaction of the KBI with ions can cause

enhanced duskward drift depending on the wave phase. The half wave period of the

instability before the current disruption onset corresponds to the explosive growth phase

and explains the brief enhancement of duskward ion drift [Cheng and Lui, 1998a, 1998b].

At onset the ionospheric signature shows that the breakup arc (typically the most

equatorward visible arc) becomes azimuthally structured and forms vortices which grow

with a characteristic time of ∼ 1 min. The brightest onset location is embedded in the

region of enhanced proton precipitation which maps to the inner edge of the plasma sheet

[Samson et al., 1992a; Voronkov et al., 2003]. Polar satellite observations also indicate

that auroral oval disturbances which lead to a large scale vortex formation appear at

the equatorward edge of the electron precipitation region which maps to an near-Earth

equatorial distance in the range of ∼ 6− 10RE [Frank et al., 1998; Frank and Sigwarth,

2000]. Statistically the initial brightening spot is located in a wide region (bounded by
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roughly 55◦−75◦ in magnetic latitude and 20 : 00−02 : 00 MLT with stronger substorms

occurring at lower magnetic latitudes [Kamide, 1998]. The onset brightening spot is more

probable in the pre-midnight sector. The substorm onset location correlates well with

solar wind and is controlled by IMFBz and its polarization. In general, the onset location

is at higher latitude for less southward Bz, and the substorm occurrence probability is

100% for southward Bz with |Bz| > 5nT .

Note that Pi 2 pulsations were also detected by the ground magnetometers near

the auroral breakup region suggesting that Pi 2 pulsations observed by satellites near the

substorm onset location in the near-Earth plasma sheet are the source of these pulsations.

Moreover, for weak substorms the substorm current wedge that followed the pseudo-

breakup was initially confined within the optical auroral breakup region. This further

supports that the origin of auroral breakup is in the near-Earth plasma sheet region.

Moreover, to link the ionospheric observations of auroral breakup emissions with the

equatorial observations of magnetic field fluctuations in the near-Earth plasma sheet, the

electrons must be accelerated by these fluctuations to an energy of greater than 1 keV.

Thus, a parallel electric field must accompany these fluctuations as they propagate to

the ionosphere. This dictates that these fluctuations are of non-MHD origin, and kinetic

physics is essential for understanding these fluctuations.

2.3. Substorm Expansion Phase

AMPTE/CCE observations show that at or immediately after substorm onset, higher

frequency (periods of ∼ 3− 15 seconds in the Pi 1 frequency range) waves/instabilities

are also observed at the onset location in the near-Earth plasma sheet region [Takahashi

et al., 1987a; Lui et al., 1992]. The higher frequency waves/instabilities combine with

the low frequency fluctuations to form a strong turbulence with large magnetic field

fluctuations (δB/B ≥ 0.5) through out the expansion phase. These higher frequency

waves/instabilities are thought to be due to the cross-field current instability (CCI)
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[Lui et al., 1991; Lui, 1996] driven by the large upsurge in the ion bulk drift, which

oscillates between the eastward and westward directions during the current disruption

phase. During the expansion phase the strong turbulence persists and the turbulent

region expands in all directions in the equatorial plane as close as the geosynchronous

orbit and as far as the mid-magnetotail region [e.g., Roux et al., 1991; Erickson et al.,

2000; Shiokawa et al., 2003]. The turbulence transport causes the plasma pressure

profile to relax quickly so that the cross-tail current density is reduced, a process called

current disruption, and the ambient magnetic field intensity can recover up to the pre-

growth phase level in the near-Earth plasma sheet region including the geosynchronous

orbit location and the plasma sheet magnetic field configuration recovers from a tail-

like geometry to a more dipole-like geometry. Moreover, the turbulence heats and

accelerates the plasma sheet particles as it expands. Other expansion phase signatures

include the energetic particle injection into the inner magnetosphere [Reeves et al., 1992;

Zaharia et al., 2000] and the propagation of the electromagnetic energy flux toward the

ionosphere [Maynard et al., 1996; Erickson et al., 2000]. In the mid-magnetotail region

numerous satellite observations mainly from Geotail show strong expansion phase activity

at distances of 20 − 30RE such as tailward and earthward bursty bulk flows, plasmoids

and dipolarization [e.g., Angelopoulos et al., 1992, 1994; Nagai et al., 1998; Baumjohann

et al., 1999; Miyashita et al., 2000; Ieda et al., 2001].

In the ionosphere, the intensification of the “breakup” arc (in 577.7 nm green line

emissions) is followed by the arc undulation [Murphree and Johnson, 1996] giving the

start of a large-scale vortex formation and its poleward expansion from the initial arc

position, but also spreading out equatorward as well as azimuthally. The optical breakup

occurs almost simultaneously with the explosive onset in tens of seconds of short period

but longer lasting pulsations and the beginning of dipolarization in the near-Earth plasma

sheet [Friedrich et al., 2001; Voronkov et al., 2003]. The westward traveling electrojet

associated with substorm current wedge are enhanced explosively poleward of the initial
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breakup region. Eventually the aurora is wrapped up into a cell-like (surge) structure. In

the meantime, both the auroral proton and electron precipitation (and auroral emissions)

move rapidly poleward on the order of a few minutes. The total auroral electrojet current

(IA) in substorms is correlated with the southward IMF Bz. The auroral electrojet

location shifts equatorward as IA increases; from (105A at 70◦ to 106A at 65◦) [e.g.,

Kamide, 1998].

Typically the substorm intensification region expands poleward in a few minutes

after the initial breakup to the poleward border of the 630.0 nm (red line) emissions

(or electron precipitation) as shown in the optical images between t2 and t3 as well

as after t5 in plate (c) of Figure 1. And, only after approximately 1-5 minutes, the

poleward border of the red line emissions begins to move poleward, possibly owing to the

expanding substorm intensification region. Because the poleward border of the red line

emission corresponds to the close-open field line boundary, the poleward movement of

the poleward border of the red line emissions is interpreted as the beginning of the lobe

flux reconnection. The observations suggest that the expansion phase onset occurs prior

to the reconnection of lobe field lines, which is perhaps influenced by the rapid spreading

of the current disruption region downtail toward the reconnection site [Friedrich et al.,

2001].

3. Magnetospheric Configurations During Substorm Growth

Phase

Understanding the plasma pressure, current density and magnetic field structures

in the magnetosphere and ionosphere in the growth phase is a critical issue that is

essential for a better understanding of the substorm onset mechanism and its subsequent

expansion. Of particular importance is to answer the questions of how a thin and

intensified cross-tail current current sheet is formed in the near-Earth plasma sheet region
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(∼ 7 – ∼ 13RE) [e.g., Sergeev et al., 1990; Lui, 1993; Sanny et al., 1994], and how the

distribution of region-1 and region-2 ionospheric field-aligned (Birkeland) current changes

in relation to the proton and soft electron precipitation and optical emission patterns

[e.g., Samson et al., 1992a; Voronkov et al., 1999]. The formation of current sheet in

the near-Earth plasma sheet region is closely related to the excitation mechanism of

the kinetic ballooning instability that initiates the substorm onset [e.g., Cheng and Lui,

1998a, 1998b].

The study of the growth phase magnetospheric structure with a current sheet in the

near-Earth plasma sheet region requires knowledge of 3D solutions. In particular, we

need to understand the structure of the current sheet in terms of location, thickness

in the north-south direction, magnetic local time and radial extents, peak cross-tail

current intensity, magnetic field intensity and curvature, plasma beta, etc. Moreover,

it is also important to know where the thin current sheet region maps to the ionosphere,

its location with respect to the Birkeland current distribution, and how it is related to

the onset location of the auroral substorm.

The large scale structure of the magnetosphere during the substorm growth phase

can be well approximated by quasi-static equilibrium solutions with the plasma pressure

gradient in force balance with the Lorentz force due to the cross product of the current

density and the magnetic field. During the substorm growth phase the large scale plasma

flow is quite steady and its flow energy is usually much smaller than the magnetic

energy and the plasma thermal energy. Therefore, during the substorm growth phase

the magnetosphere can be considered as a series of snap shots of quasi-static equilibria

that vary due to evolving plasma pressure profile and external solar wind and IMFs.

Recently, we have improved our 3D magnetospheric equilibrium modeling code,

MAG-3D [Cheng, 1995], for computing the magnetic field, currents, and plasma

distribution of quasi-static magnetospheric equilibrium states under different solar wind

conditions [Zaharia and Cheng, 2003; Zaharia et al., 2003]. In particular, we have
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investigated the 3D growth phase magnetospheric structure with a thin and intensified

cross-tail current sheet in the near-Earth plasma sheet region and the corresponding

Birkeland current distribution in the ionosphere [Zaharia and Cheng, 2003]. The obtained

configuration for the substorm growth phase case shows a thin current sheet with a

westward current density ∼ 10nA/m2 and plasma beta above 50 in the near-Earth

plasma sheet region with a radial extent between X = −7RE and X = −9RE , an

azimuthal extent between Y = −5RE and Y = 5RE , and a half-thickness ∼ 1RE , in the

Z (north-south) direction measured at the peak current density location of X = −8RE

(from here on X, Y and Z are the usual GSM coordinates), consistent with observations

[e.g., Sergeev et al., 1990; Lui, 1993; Sanny et al., 1994]. The magnetic field also forms a

local magnetic well in the current sheet region. The near-Earth cross-tail current sheet

thickness is in good agreement with observations [Sanny et al., 1994] showing the current

sheet being wider than 1RE throughout the growth phase.

In comparison with the quiet time magnetosphere, the growth phase configuration is

also characterized by the region-1 and region-2 Birkeland currents moving equatorward

(60◦ – 65◦) with narrower latitude width, and being more intense (region-1 J‖1max ∼
3µA/m2). If we interpret that the upward field-aligned current region corresponds to

the soft electron precipitation region, the equatorward movement and intensification

of the Birkeland currents with narrower latitude width is consistent with the auroral

observations of the equatorward movement, brightening and narrowing of the electron

and proton emissions.

Our results also show that the cross-tail current sheet region maps into the ionosphere

in the transition area between the region-1 and region-2 currents. As observed by

satellites substorms are initiated in the near-Earth plasma sheet region by a low frequency

instability, which was identified as kinetic ballooning instabilities [Cheng and Lui, 1998a,

1998b]. Our stability theory and calculations show that the kinetic ballooning instability

is expected to be unstable for field lines in the current sheet at the end of the growth
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phase, consistent with observations. Thus, the ionospheric region where the field lines in

the cross-tail current sheet are mapped to should be the auroral substorm onset location.

This is consistent with auroral substorm observations that the auroral breakup is initiated

within a 1◦ to 2◦ wide latitude region of the intense proton emission near the equatorward

edge of the intense soft electron precipitation region [Samson et al., 1992a]. Thus, the

study of the 3D growth phase magnetospheric structure with a thin current sheet in the

near-Earth plasma sheet region is critical in understanding the excitation mechanism

of kinetic ballooning instabilities that initiate the substorm onset [e.g., Cheng and Lui,

1998a, 1998b; Chen et al., 2003]. Although there have been several efforts to study these

questions, the answers have not been achieved until recently [Cheng and Zaharia, 2003b].

3.1. Previous Efforts in Modeling the Near-Earth Plasma Sheet Region with

Current Sheet

Previous studies of current sheet structure in the near-Earth plasma sheet region

were mostly performed by employing local measurements of magnetic field and plasma

from a single satellite orbiting in the vicinity of the equatorial plane [Sergeev et al., 1990;

Lui et al., 1992; Sergeev et al., 1993a; Lui, 1993; Pulkkinen et al., 1994; Sanny et al., 1994;

Sergeev et al., 1998; Pulkkinen et al., 1999; Kaufman et al., 2001, 2002; Kubyshkina et al.,

2002]. The observed magnetic fields were fitted with the 2D modified Harris current sheet

model or empirical 3D field models to estimate the current sheet structure information

such as the north-south thickness of the current sheet, the magnetic field curvature

at the center of the current sheet, and the current density distribution of the current

sheet. Unfortunately, the 2D modified Harris current sheet model or empirical 3D field

models might be unrealistic in modeling the magnetic field structure in the near-Earth

plasma sheet region during the substorm growth phase. This has been demonstrated

by our modeling results of 3D magnetospheric configuration during the growth phase

which show that the 3D current sheet structure in the near-Earth plasma sheet region
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is substantially different from the Tsyganenko T-96 model [Tsyganenko and Stern, 1996]

under disturbed time conditions (see the discussion in Subsection 3.2 and the panels (b)

and (c) in Fig. 5) or the 2D modified Harris current sheet model.

With the assumption that the flow energy is much smaller than the magnetic field

energy or the plasma thermal energy, there have been several theoretical efforts trying

to explain the formation and structure of the thin current sheet. Most studies of the

thin current sheet [e.g., Hau, 1991; Wiegelmann and Schindler, 1995; Becker et al., 2001;

Birn and Schindler, 2002] investigated the currents in the tail region beyond 20RE ,

and only a few modeling studies [e.g., Erickson, 1992; Lee et al., 1995] have looked at

the current sheets closer to Earth at X ' −10RE . However, these studies assumed

either 2-D axisymmetry or symmetry in the Y -direction, missing the formation of the

field-aligned currents (an intrinsic 3-D effect, as explained by Cheng [1995]). Most

studies consider the magnetospheric evolution during the growth phase to be dictated

by “adiabatic convection” [e.g., Wolf, 1983] whereby the entropy, related to the quantity

S = PV γ, is conserved (P is the pressure, V the magnetic flux tube volume per unit

flux, V =
∫
ds/B, with the integral performed along a magnetic field line; γ = 5/3).

With entropy conservation constraints a very thin current sheet in the far tail can form

for example due to deformations of the magnetopause boundary [Birn and Schindler,

2002]. During the substorm growth phase there are observational indications in the

inner tail (X > −15RE) [e.g., Borovsky et al., 1998] that the entropy conservation is

violated. Without entropy conservation, a process called entropy anti-diffusion has been

proposed [Lee et al., 1998] to explain thin current sheet formation in 2D with symmetry

in the Y-direction. The magnetospheric evolution in the model of Lee et al. [1998] is

however characterized by significant flows, a result not supported by observations during

the growth phase. It should be noted that these modeling efforts were performed in 2D

geometries.
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3.2. Modeling of 3D Magnetosphere with Current Sheet in the Near-Earth

Plasma Sheet Region

Recently, we have modeled quasi-static equilibrium magnetospheric states during

the substorm growth phase by employing MAG-3D, a 3D quasi-static magnetospheric

equilibrium code, which solves the 3D force-balance equation J×B = ∇P⊥ +∇ · [(P⊥−
P‖)b̂b̂], where P⊥ is the perpendicular plasma pressure, P‖ is the parallel plasma pressure

and b̂ is the unit vector along a magnetic field line, in a domain inside the boundaries

of magnetic flux surfaces [Cheng, 1995; Zaharia et al., 2003]. Instead of employing the

entropy evolution concept, the plasma pressure distributions in the equatorial plane such

as those based on observations are specified as an input to the MAG-3D code. We

have performed MAG-3D calculations with anisotropic pressure distributions. Recently,

by assuming an isotropic pressure with P = P⊥ = P‖, we have investigated the

formation of thin current sheet in the near-Earth plasma sheet region during the substorm

growth phase and obtained 3D equilibria with a thin current sheet located at around

X = −8RE [Zaharia and Cheng, 2003]. For comparison purpose we present below the

3D magnetospheric structures for both the quiet time state (an example is shown in

Figs. 3 and 4) and the state during the growth phase (an example is shown in Figs. 5

and 6).

An intrinsic feature of the three-dimensional magnetospheric structure is the

existence of Birkeland currents, which are field-aligned currents linking the Earth’s polar

ionosphere with more distant magnetospheric plasma. Observations [Iijima and Potemra,

1976a, 1976b] indicate that near Earth they flow in broad sheets, roughly aligned with

the aurora oval. Those sheets form two large current systems: region 1 entering on

the morning side of the polar cap and flowing out on the afternoon side and region 2

further equatorward but with opposite polarities. At noon and midnight the current

systems overlap in complicated ways, and during substorms region 1 on the nightside

is reinforced by a “substorm wedge,” which covers a limited sector in longitude. It is
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now generally believed that the region 2 currents originate from the closed field line

region where the plasma convective flow is slow in comparison with the thermal speeds.

The sources of the region 1 currents are still being debated. In our 3D study we found

that the sources of the region 1 currents also originate from the closed field line regions

in the plasma sheet. The distribution of Birkeland currents depends critically on the

equatorial pressure distribution and our results are consistent with direct observations of

the Birkeland current distribution for the quiet times and particle precipitation pattern

during the substorm growth phase. Figure 2.

3.2.1. 3D Magnetospheric Equilibrium Equations and Current System

If the plasma convection is small, the quasi-static magnetospheric equilibrium with

isotropic pressure is described in the rationalized EMU unit by the system of equations:

J × B = ∇P , ∇ × B = J, and ∇ · B = 0, where P is the plasma pressure and b̂ is

the unit vector along a magnetic field line [Cheng, 1995; Zaharia et al., 2003]. Assuming

that the three-dimensional magnetospheric equilibrium has nested magnetic surfaces and

has no toroidal flux, the magnetic field can be expressed in a straight field line (ψ, α, χ)

flux coordinate (shown in Figure 2) as B = ∇ψ × ∇α, where the Euler potential ψ

is the magnetic flux function, the Euler potential α = φ − δ(ψ, α, χ) is an angle-like

function, χ is a generalized poloidal angle, φ is the toroidal angle in the cylindrical

(R, φ, Z) coordinate, and δ(ψ, α, χ) is periodic in both φ and χ. Note that near the

Earth’s surface, a constant ψ surface corresponds to an L-shell of the dipole field, and

α corresponds to the longitudinal angle. The intersection of constant ψ and α surfaces

defines the magnetic field line. The Jacobian is given by J = (∇ψ ×∇α ·∇χ)−1. The

flux coordinate system is in general not orthogonal, and ∇ψ · ∇χ 6= 0, ∇ψ · ∇α 6= 0,

and ∇α ·∇χ 6= 0. Within a magnetic surface the poloidal flux is
∫
d3xB ·∇χ/2π = 2πψ.

Note that α is a cyclic function with a period of 2π for all constant ψ surfaces. This

property allows the general three-dimensional equilibrium equations to be reduced to
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quasi two-dimensional equations in the flux coordinate system, thus greatly simplifying

the computational complexity.

Because B ·∇P = 0, the pressure is constant along the field line and P = P (ψ, α).

The B ×∇ψ component of the force balance equation gives the current density in the

∇ψ direction,

J ·∇ψ = ∇ · [(∇ψ)2∇α − (∇α ·∇ψ)∇ψ] = −∂P
∂α

, (1)

which is a two-dimensional elliptic equation on each constant ψ surface. In the two-

dimensional axisymmetric limit, (1) is trivially satisfied by α = φ. The ∇ψ component

of the force balance equation gives the ring current and the generalized Grad-Shafranov

equation,

J ·∇α = ∇ · [(∇α ·∇ψ)∇α − (∇α)2∇ψ] =
∂P

∂ψ
, (2)

which is a two-dimensional elliptic equation on each constant α surface. Note that in

general (1) and (2) are three-dimensional equations. However, by choosing the (ψ, α, χ)

coordinate system we have reduced the dimensionality of (1) and (2) to two dimensions.

Equations (1) and (2) form a coupled set of equations that determine α and ψ, and

can be solved by specifying α and ψ on the computational boundary and P (ψ, α) or its

equatorial distribution.

From the charge neutrality condition, ∇ · J = 0, the field-aligned current density

equation can be computed from

B ·∇
(
J‖
B

)
=

2κ ×B ·∇P

B2
=

∇B2 ×B ·∇P

B4
, (3)

where J‖ ≡ J · b̂ is the field-aligned current density, κ = b̂ ·∇b̂ is the magnetic field

curvature, and b̂ is a unit vector along a magnetic field line. J‖ can be obtained by

integrating (3) along the field line. The right hand sides of (3) represent the source

of the field-aligned current density which originates from the component of the particle

guiding-center ∇B and curvature drifts perpendicular to the pressure gradient direction.

In the axisymmetric limit, κ × B is in the ∇φ direction, the right hand side of (3) is
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zero, and hence J‖ = 0 everywhere.

Assuming that there is a north-south symmetry, the current density can be expressed

in the differential form [Grad, 1964; Heinemann and Pontius, Jr., 1990]

J = ∇V ×∇P, (4)

where V is periodic in α and satisfies the magnetic differential equation, B ·∇V = 1. In

the (ψ, α, χ) flux coordinate system dV = ds/B = J dχ = d3x/(dψdα), where ds is the

element of arc length along the magnetic field line. Thus, integrating along the field line

V has the physical meaning of the magnetic flux tube volume per unit flux area (dψdα).

With north-south symmetry, J‖ = B · ∇χ = 0 at the equator, and the field-aligned

current density at the ionosphere can be expressed in terms of the equatorial quantities

as [Vasyliunas, 1970; Birmingham, 1992]

J‖i/Bi = Be ·∇eV (ψ, α, e, i)×∇eP/B
2
e +

(JB ·∇χ×∇P )i/B
2
i , (5)

where V (ψ, α, e, i) =
∫ χi
χe
J dχ, the subscripts e and i denote that the quantities are

evaluated at the equator and the ionosphere, respectively. Note that with east-west

symmetry, J‖ is zero in the noon-midnight meridian plane. As pointed out by Birmingham

[1992] the second term is missing in the expression given by Vasyliunas [1970], and it is

much smaller than the first term by a factor of L−6, where L is the equatorial distance

of the field line.

From (4) we have J J · ∇χ = (∂V/∂ψ)(∂P/∂α) − (∂P/∂ψ)(∂V/∂α). Because P

and V are periodic in α,
∫ 2π
0 dαJ J ·∇χ = 0. Therefore, Ip = (1/2π)

∫
d3xJ ·∇χ = 0,

and there is no net poloidal current across a constant χ surface such as the planetary

ionosphere.



21

3.2.2. Numerical Method foe Solving 3D Magnetospheric Equilibrium

Equations

Equations (1) and (2) can be cast into inverse equilibrium equations in terms of

a (ψ, α, χ) flux coordinate system [Cheng, 1992]. A three-dimensional magnetospheric

equilibrium code, the MAG-3D code, has been developed to solve the coupled nonlinear

inverse equilibrium equations [Cheng, 1995; Zaharia et al., 2003]. The choice of ds/dχ =

JB = F (ψ, α) gives an equal arc length coordinate system. The numerical grid is tied

to the equilibrium solution in such a way that grid points automatically accumulate in

regions of steep gradients, thus yielding accurate solutions of high-βeq magnetospheric

equilibria. An iterative metric method is used to solve for the discrete rectangular

coordinate [x(ψ, α, χ), y(ψ,α, χ), z(ψ,α, χ)] of constant ψ and α surfaces such that the

finite-differenced inverse equilibrium equations based on these points are satisfied to a

small tolerance.

We consider a fixed boundary problem with the computational domain bounded by:

(a) an outer ψ = ψout flux boundary with its shape specified to take into account the

effects of the solar wind and the interplanetary magnetic field; (b) an inner ψ = ψin

boundary determined by the dipole magnetic field; and (c) the Earth’s surfaces between

ψin and ψout surfaces. The boundary condition on the Earth’s surface is α = φ. In the

computational domain, a (ρ, ζ, χ) flux coordinate is chosen with 0 ≤ χ ≤ π, 0 ≤ ζ ≤ 2π,

and 0 ≤ ρ ≤ 1, where ψ = ψ(ρ) and α = α(ζ) are chosen such that uniform ρ and zeta

grids give optimal equatorial radial and azimuthah grids for the computational purpose.

The magnetic field is normalized by the equatorial dipole magnetic field intensity BD at

R = Ro. The magnetic flux is chosen to be ψout ≡ −BDR
3
o/Rmax at the outer magnetic

surface and ψin ≡ −BDR
3
o/Rmin at the inner magnetic surface. The boundary ψ surfaces,

ψ = ψout and ψ = ψin, delimiting the computational domain have specified shapes,

usually obtained from empirical models such as T96 [Tsyganenko and Stern, 1996] for

various solar wind and IMF conditions. The equatorial plasma pressure distribution will



22

be specified by using the empirical observations for the quiet time case [Lui and Hamilton,

1992; Spence and Kivelson, 1993; Lui et al., 1994] with modifications including azimuthal

variation. For the growth phase case, due to very limited observations, the equatorial

plasma pressure distribution will be modeled by adding pressure over the quiet time

distribution to simulate the observed pressure enhancement in the plasma sheet [Lui

et al., 1987; Kistler et al., 1992]. Figure 3.

3.2.3. Modeling Results of the Quiet Time Magnetosphere

For the quiet-time case we use the inner and outer boundary shapes for ψ obtained

by field-line tracing using the T96 model, with parameters Dst = −5nT, PSW = 2.1nPa,

ByIMF = 0 and BzIMF = 1nT, representing average quiet-time parameters as obtained

from the OMNI solar wind database. For the equatorial pressure P distribution we choose

the following form in the equatorial plane:

P (R, φ, Z = 0) = 89e−0.59R
[
A +Be−(φ−π

∆φ )
2
]

+ 8.9R−1.53
[
C +De−( φ−π

∆φ )
2
]
, (6)

where R, φ, Z define the usual cylindrical coordinate system with Earth as the origin and

φ = π at midnight, while A,B,C,D and ∆φ are constants. We choose A = B = 0.5,

C = 2, D = −1 and ∆φ = 0.5π, such that for φ = π Eq. (6) recovers the Spence-Kivelson

empirical formula [Spence and Kivelson, 1993], which is based on observations at midnight

as shown in the top panel of Fig. 3(a). At the same time, since the first term on the right

hand side of Eq. (6) dominates close to Earth (R < 10RE), while the second term farther

in the tail, Eq. (6) also simulates for a given R an azimuthal maximum in P at midnight

close to Earth, and an azimuthal minimum farther in the tail. This qualitative local-time

dependence, seen in the equatorial P contours in Fig. 4(b), is justified by observations

showing a maximum in P at midnight close to Earth [De Michelis et al., 1999, e.g.,], but

a slight minimum at midnight for R > 10RE (see Fig. 11 of [Tsyganenko and Mukai,

2003]).



23

We will only briefly summarize the physical parameters of the computed quiet-time

state. The cross-tail current (Jφ = J · ∇φ/|∇φ|) has a maximum Jφ ≈ 2.4nA/m2.

Fig. 3 shows (a) the profiles of P , B and plasma β along the Sun-Earth axis; (b) the

magnetic field lines in the noon-midnight meridian plane; (c) noon-midnight meridian

plane contours of Jφ in nA/m2; and (d) plasma β contours in the noon-midnight meridian. Figure 4.

The Birkeland currents in the northern ionosphere are shown in Fig. 4(a) with J‖ > 0

indicating the current is flowing into the ionosphere. The region-2 currents span a broad

area, but are very weak (J‖2max = 0.07µA/m2) — consistent with observations [Iijima

and Potemra, 1976a] showing their virtual disappearance during quiet times. On the

other hand, a narrower region-1 current pattern exists at higher latitudes (∼ 68◦), with

maximum densities (≈ 0.5µA/m2) at 23:00 and 02:00 magnetic local time (MLT), again

agreeing very well with quiet-time observations [Iijima and Potemra, 1976a]. The region-

1 and region-2 current formation mechanism is easily understood from the Vasyliunas

relation [Vasyliunas, 1970], Eq. (5) by neglecting the small second term on the right

hand side. The quantity (B ·∇V ×∇P )eq has opposite signs for region-1 versus region-2

current formation, as seen in Fig. 4(b), which shows the contours of constant P and V

over a color plot of Jφ in the equatorial plane and the orientation of the vectors ∇P and

∇V at two locations that map into the ionosphere in regions of opposite J‖. Figure 5.

3.2.4. Modeling Results of the Growth Phase Magnetosphere

For modeling a substorm growth phase configuration, the ψ boundary shapes are

obtained again from T96 with PSW = 5nPa, BZIMF = −5nT, BYIMF = 0.5nT and

Dst = −50nT, typical for disturbed times. There are only scarce plasma pressure

observations during the growth phase. While P generally increases with activity

throughout the plasma sheet [e.g., Tsyganenko and Mukai, 2003], observations [e.g.

Spence et al., 1989; Kistler et al., 1992] as well as convection simulations [Wang et al.,

2003] show that the pressure enhancement is larger at smaller radial distances. Another
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property, both observed [Wing and Newell, 1998; Tsyganenko and Mukai, 2003] and

apparent in simulations [Wang et al., 2003, e.g.,], is the earthward expansion of regions

with azimuthal minimumP at midnight (for fixed equatorial distance R). We thus choose

the P distribution in the equatorial plane as

P (R, φ, Z = 0) = 12.5e−0.25R·
[
A +B tanh

(
x1 − R

∆R

)
e−(φ−π

∆φ )
2
]
+8.9R−1.53

[
C +De−( φ−π

∆φ )
2
]

(7)

We choose A = 1.25, B = 0.75, C = 3, D = −2, ∆φ = 0.3π, x1 = 10 and ∆R = 1.25

in Eq. (7) to model the equatorial pressure distribution in the late growth phase. The

resulting P profile along the Sun-Earth axis, shown by solid lines in Fig. 5(a), is about

twice the quiet-time value tailward of 10RE , and even more enhanced at the inner edge

of the plasma sheet. Note that the dashed lines in Fig. 5(a) are the quiet time values

presented in Fig. 3(a) and are presented for comparison purpose. The equatorial P

contours, shown in Fig. 6(b), show the earthward expansion of regions with P minimum

(for a givenR) at midnight, and at the same time the more pronounced azimuthal minima

in P as compared to the quiet-time case.

Figure 5 shows several quantities in the obtained force-balanced state. The solid

lines in Fig. 5(a) show profiles of P , B and β along the Sun-Earth axis. The quiet time

profiles (dashed lines) are also shown for comparison. We notice the appearance of a local

magnetic well, with Bmin ≈ 15nT, betweenX = −7RE andX = −9RE . In the magnetic

well, plasma β peaks at β ≈ 45 near X = −8RE . The magnetic field is extremely tail-like

in the near-Earth plasma sheet, as seen in Fig. 5(b). For comparison purpose the magnetic

field lines of the T-96 model field are shown in Fig. 5(c), which are substantially different

from the equilibrium tail-like field lines in the near-Earth region between X = −6RE

and X = −10RE . The tail-like field in the near-Earth region suggests a thin current

sheet, which can indeed be seen in Fig. 5(d), which shows noon-midnight meridian plane

contours of Jφ. The maximum current density is Jφmax ≈ 11nA/m2, and the sheet has a

north-south half-width of 1RE at X = −8RE . Finally, from Fig. 5 (e) one notices that
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the plasma β is very large in the vicinity of the equatorial plane. Figure 6.

The Birkeland currents in this state are shown in Fig. 6(a). Both the region-1 and

region-2 currents have moved to lower latitudes compared to the quiet-time case shown

in Fig. 4(a), and are much more intense (with the intense J‖ regions quite peaked in

latitudinal extent). The region-2 current has a maximum density of 1.2µA/m2 at 22:00

and 02:00 MLT, and stretches between 60◦ and 62◦ in latitude. The region-1 current is

found between 62◦ and 65◦ and has a maximum of 3.5µA/m2 closer to midnight (22:30

and 01:30 MLT). Again, the different signs of (B · ∇V × ∇P )eq in the region-2 and

region-1 current regions, respectively, are readily seen in Fig. 6(b), which shows the

contours of constant P and V over a color plot of Jφ in the equatorial plane and the

orientation of the vectors ∇P and ∇V at three locations. One also observes that the

strong cross-tail current sheet region (with Jφ ≥ 0.5Jφmax) surrounded by a closed curve

in the equatorial plane as shown in Fig. 6(b) maps into the northern ionosphere into the

transition area (inside a closed curve) between region-1 and region-2 current regions as

shown in Fig. 6(a).

3.2.5. Summary and Discussion of the Growth Phase Magnetosphere

Modeling Results

The magnetospheric configuration for the substorm growth phase case is

substantially different from the quiet time case as a result of the plasma pressure

enhancement in the plasma sheet. In particular, a thin current sheet with Jφ ∼ 10nA/m2

is formed in the near-Earth plasma sheet with an radial extent between X = −6RE and

X = −10RE , and the azimuthal extent between Y = −5RE and Y = 5RE , and a half-

thickness ∼ 1RE , in the north-south direction. Associated with the current sheet region

is the formation of a local magnetic well and a local enhancement of βeq (≥ 50) due to

high plasma pressure. The spatial distribution and location of the current sheet change

with different pressure distributions. In general, we expect the center of the near-Earth
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current sheet to be located radially somewhere between X = −6RE and X = −12RE .

The substorm growth phase configuration is also characterized by the region-1 and region-

2 Birkeland currents moving toward lower latitudes (60◦ – 65◦), and being more intense

(region-1 J‖1max ∼ 3µA/m2) compared to quiet times.

To compare the modeling results of the 3D growth phase magnetosphere, we

recognize that the soft electron precipitation roughly tracks with the upward Birkeland

current in the ionosphere. Thus, the equatorward movement and intensification of the

Birkeland current obtained in the modeled growth phase magnetospheric configuration

agrees with the observed equatorward movement and intensification of the auroral

electron and proton emissions. Moreover, the 3D calculation shows that the cross-tail

current sheet region maps into the ionosphere in the transition area between the region-1

and region-2 currents. As will be shown in the next Section that the kinetic ballooning

instability is expected to be unstable for field lines in the current sheet region as observed

by satellites in the near-Earth plasma sheet region. Thus, we expect the transition area

between the region-1 and region-2 currents mapped from the current sheet region to

be the onset location of auroral breakup in the ionosphere. This is consistent with the

auroral onset observations that the auroral breakup location and the arc are within the

region of intense proton precipitation near the equatorward edge of the electron emissions.

The total magnetic energy in the plasma sheet can be considered as a measure of

the capacity of the plasma sheet magnetic field (container) to contain plasma thermal

energy. It is thus important to discuss the change of magnetic and plasma thermal energy

in the plasma sheet from the quiet time configuration to the growth phase configuration.

Based on our equilibrium solutions, we calculated the total magnetic field energy and

plasma thermal energy within spatial domains bounded by two specified flux surfaces

which correspond to two fixed magnetic latitudes (or L-shells) in the ionosphere. The

chosen flux surfaces correspond to the inner and outer flux surfaces of the computational

boundary of the growth phase case with the ionospheric latitude angles with θin = 57.7◦
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(dipole L = 3.5) and θout = 64.5◦ (dipole L = 5.4). The field lines in the outer flux

surface stretch out to X = −18.5RE at the midnight. Note that for the quiet time

case, the midnight field line of the L = 5.42 flux surface extends only to X = −10.5RE.

Thus, because of the further stretching of field lines during the growth phase, the volume

bounded by these two specified flux surfaces increases about 7 times from 70.8RE
3 for

the quiet time case to 490RE
3 for the growth phase. We note that, for the quiet time case

the midnight field line, that extends to the same equatorial distance of X = −18.5RE

for the growth phase case, resides in a flux surface with θ = 68.6◦ (dipole L = 7.3).

The volume bounded by the surfaces of the L = 3.5 and L = 7.3 fluxes for the quiet

time case is larger (≈ 695RE
3). For the quiet time configuration the total magnetic

energy within the surfaces of the L = 3.5 and L = 5.4 fluxes is WB = 5.6 × 1020 erg,

and the total plasma thermal energy is WP = 2.7 × 1020 erg. However, for the growth

phase configuration WB = 1.9× 1021 erg and WP = 2.7× 1021 erg. Thus, the magnetic

container (bounded by these two magnetic fluxes) stores ten times more plasma thermal

energy with an increase of 3.3 times in the magnetic energy mainly due to the increase

in volume. However, the average magnetic energy density decreases in the growth phase

from the quiet time case, but the average plasma thermal energy density increases.

Also, we can estimate the total energy dissipated in the ionosphere during the

substorm expansion, which is given by Ei =
∫
dtd3xJjet · Ejet, where Jjet and Ejet are

the westward electrojet current density and electric field in the substorm current wedge,

respectively, the time integration is over the expansion phase. The upper bound of Ei
can be estimated to be IjetVjet∆t, where Ijet is the total auroral electrojet current, Vjet

is the potential drop over the current wedge region, and ∆t is the time span of the

expansion phase. From observations the maximum Ijet ranges from 0.08 to 1 MA for

many substorms surveyed [Kamide, 1998]. If we consider Ijet = 1MA, ∆t = 10 minutes

and assume Vjet = 5kV, then Ei ≤ 1.8× 1020 erg, which is much smaller than the energy

change in the plasma sheet during the expansion phase, which is estimated to be the
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difference in the plasma sheet energy between the growth phase case and the quiet time

case because the plasma sheet recovers to the pre-growth phase condition. In the next

section we will show that the growth phase configuration is expected to be unstable to

the kinetic ballooning instability in the cross-tail current sheet region.

The near-Earth cross-tail current sheet thickness is in good agreement with satellite

observations [Sanny et al., 1994] showing the current sheet being wider than 1RE

throughout the growth phase. This result differs from the popular belief that the sheet

thickness is on the order of an ion gyro-radius (ρi ≤ 1000 km). It is unlikely that such

currents can be found in a force-balanced configuration in the transition region between

the dipole-like and tail-like magnetic field. Among the reasons for this, we note that

direct evidence of extremely thin current sheets is scarce — most observations measure

the B-field and try to fit it with an unrealistic very thin Harris current sheet, without

discussing whether a thicker sheet might suffice. Secondly, observations in the near-

Earth plasma sheet at X ≈ −8RE by AMPTE/CCE [Lui et al., 1992] show that the

angle between the Bz and Bx components of B is never less than 40◦ during the substorm

growth phase (except during the “explosive growth phase” of roughly 30 sec period just

before the substorm onset [Ohtani et al., 1992]). In the “explosive growth phase” the

perturbed magnetic field associated with the kinetic ballooning instability (KBI) has

already reached a large amplitude and the estimate of current sheet thickness based on

the observed magnetic field in the “explosive growth phase” is distorted by the KBI signal

and thus such an estimate does not represent the true current sheet thickness [Cheng and

Lui, 1998a, 1998b]. Moreover, we note that the current sheet does not need to become

thinner than ∼ 0.5RE in order to lead to substorm onset by the KBI [Cheng and Lui,

1998a, 1998b]; indeed, in our current sheet region plasma βeq (∼ 50) is already sufficiently

large for a kinetic ballooning instability to be excited and lead to onset.

Based on our study, the scenario for current sheet formation in the near-Earth

plasma sheet region is the following: during the growth phase, the larger solar wind
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PSW and increased flux merging at the magnetopause leads to enhanced tail stretching.

At the same time, plasma pressure in the near-Earth plasma sheet greatly increases

due to enhanced convection, leading to larger pressure gradients. Due to the strong

stretching of the tail flux tubes, the difference ∆ψ between ψout (the flux on the outer

boundary at R ≈ 18.5RE) and ψin (on the inner boundary at R ≈ 3.5RE) becomes

smaller compared to quiet times. The increase in |∂P/∂R| coupled with the decrease in

∂ψ/∂R leads to very large |∂P/∂ψ| and thus current densities (at midnight α = φ and

Jφ = J ·∇φ/|∇φ| = R∂P/∂ψ) localized in the near-Earth plasma sheet. In our study

a large gradient in the flux volume V =
∫
ds/B is not needed in order to have large

|∂P/∂ψ|, unlike in adiabatic formalisms of current sheet formation such as the “gradient

of flux volume mechanism” (GFVM) [Wiegelmann and Schindler, 1995].

Finally, we point out that the formation of breakup discrete arc in the strong proton

precipitation region in the late growth phase is not discussed in this paper. In our opinion,

the formation of breakup discrete arc in the strong proton precipitation region is related

to the structure of cross-tail current sheet in the near-Earth plasma sheet region. It is

possible that the kinetic ballooning instability that is excited in the cross-tail current

sheet can be directly related to the arc, which sometimes occurs just a few minutes

prior to its breakup [Lyons et al., 2002]. Another idea for the arc formation is based

on the field line resonance as proposed by many authors [e.g., Samson et al., 1992b;

Lui and Cheng, 2001]. As the field line resonance is excited by compressional Alfvén

waves that propagate to the resonant field lines, the wave energy is accumulated at these

field lines, which form a resonant surface. Shear Alfvén waves propagate mainly along

these resonant field lines and accelerate electrons to over 1 keV energy which produces

a discrete arc. However, due to the observed very low resonant frequency (1.3 mHz) of

these magnetic field oscillations associated with the arc, no satisfactory theory has been

developed to provide a correct frequency calculation. However, we believe the resolution

of this problem is within reach because we have developed a new theory of field line
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resonance that takes into account the effects of coupling between slow mode and shear

Alfvén wave due to plasma pressure and its gradient and the magnetic field curvature

in high βeq plasmas [Cheng, 2003; Cheng and Zaharia, 2003a]. This subject should be

addressed in future studies.

4. Substorm Onset

In this section we will first describe observations by AMPTE/CCE satellite which

clearly demonstrate that toward the end of late growth phase (approximately 3 minutes

before the substorm onset of plasma turbulence and current disruption) the plasma

pressure becomes isotropic and βeq increases to ≥ 50 and a low frequency instability

with a wave period of ∼ 50 − 75 seconds (in the Pi 2 frequency range) is excited and

grows exponentially to a large amplitude with δB/B ≥ 0.3 at the onset of current

disruption. The half wave period of the instability just before the current disruption

onset corresponds to the explosive growth phase [Ohtani et al., 1992]. At the current

disruption onset higher frequency instabilities (with wave periods 15 sec, 10, sec, 5 sec,

etc.) are also excited and they are identified as the cross-field current instability (CCI)

[Lui, 1996] driven unstable by the velocity space free energy associated the enhanced

ion drift which oscillates between westward and eastward directions during the current

disruption phase. The low frequency instability combines with the higher frequency

instabilities to form a strong turbulent state and the turbulence expands in all directions

(but more in the tailward direction) in the equatorial plane through out the expansion

phase. The strong turbulence causes anomalously fast plasma transport and heating and

modifies the mean plasma pressure profile so that the ambient magnetic field recovers

from a tail-like geometry to a dipole-like geometry. Associated with the dipolarization,

an enhanced duskward electric field is produced, which causes dispersionless energetic

particle injections observed by geosynchronous satellites.

It is emphasized that the initial excitation of the low frequency instability and the
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subsequent generation of the secondary higher frequency instabilities occur in a localized

equatorial area of less than 1 RE in width in the near-Earth plasma sheet region [Ohtani

et al., 1991]. Because of such a localized onset region, satellites not located at the

initiation region will not observe the exponential increase of the low frequency instability

amplitude. Instead, they observe an abrupt increase of large amplitude fluctuations

that result from the spatial expansion of the turbulence region [e.g., Roux et al., 1991;

Erickson et al., 2000; Shiokawa et al., 2003]. As we have proposed that the localized

initiation region corresponds to the strong cross-tail current sheet region, where the

kinetic ballooning instability is excited to cause the low frequency wave in the Pi 2

frequency range, which accelerate electrons to the ionosphere by its parallel electric field

to cause the initial brightening in the discrete arc.

Two key issues need to be resolved in order to understand the physical processes of

the substorm onset of the current disruption and subsequent magnetic field dipolarization:

(1) the excitation mechanism and the high βeq threshold (≥ 50) of the observed low

frequency instability that underlines the explosive growth phase prior to substorm onset;

(2) the physical mechanism of the enhanced ion drift in the explosive growth phase that

leads to excitation of higher frequency instabilities. To understand these two key issues,

we will adopt the theory of kinetic ballooning instability (KBI), which results from the

release of configuration space free energy of nonuniform pressure with gradient in the

same direction as the magnetic field curvature in the cross-tail current sheet region of

the near-Earth plasma sheet.

To explain the observed low frequency instability, theoretical investigations of the

ballooning instability based on the ideal MHD model have been made previously [e.g.,

Lee and Wolf, 1992; Ohtani and Tamao, 1993; Hurricane, 1997; Liu, 1997; Lee, 1998;

Bhattacharjee et al., 1998; Horton et al., 1999; Lee, 1999a]. All these ideal calculations

employed simplified equilibria in 2D magnetospheric geometries and made simplified

assumptions on the plasma compressibility to reduce the eigenmode equations from a
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fourth order differential equation to a second order integro-differential equation. The

stability of ballooning modes depends crucially on the equilibrium field structure and the

assumption made on the plasma compressibility. Numerical calculations to examine the

compressibility effect with different simplifying assumptions of the plasma compressibility

[Lee, 1999a] have been performed for a 2D equilibrium model by Voigt [1986]. By

assuming the parallel plasma displacement to be a finite constant along the field line

[Lee and Wolf, 1992], the stability calculations predicted a low βeq (≤ 1) threshold for

instability. Horton et al. [1999] considered a different approximation for the plasma

compressibility with the fast-MHD model which assumes that the wave propagates very

fast along the ambient magnetic field such that there is not sufficient time for parallel

plasma motion and the plasma displacement along B vanishes, and they concluded that

the ballooning instability occurs for β < 1. However, the numerical stability calculations

of the fast-MHD model performed by Lee [1999a] show that the ballooning mode is

stable in the Voigt’s equilibrium, which is in contradiction to the analytical conclusion of

Horton et al. [1999]. Calculations with these simplifying compressibility model, but with

a more stretched 2D equilibrium field model by Kan [1973] gave totally different results

from the Voigt’s equilibrium. These results clearly illustrate that to obtain the correct

stability result even within the ideal MHD model it is essential to model the plasma

compressibility correctly as well as the equilibrium field realistically.

Efforts to broaden the physics of plasma compressibility and the Hall effect in the

Ohm’s law have also been pursued [e.g., Hurricane et al., 1994, 1995; Horton et al.,

1999; Lee, 1999a, 1999b]. For example, Hurricane et al. [1994, 1995] developed a kinetic

formulation by considering that the particle orbits are stochastic and thus the particle

magnetic moments are not conserved in the plasma sheet. They also assumed that

the frequency of the ballooning mode is much smaller than both the electron and ion

bounce frequencies, the particle gyroradii are much smaller than the mode perpendicular

wavelength, and the parallel electric field vanishes. The stochastic particle orbit effect
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shows up in the bounce-orbit average of the magnetic drift frequency by replacing it

with its bounce and pitch-angle average. By further assuming that the wave frequency is

smaller than the bounce and pitch-angle average of the magnetic drift frequency, a second-

order integro-differential eigenmode equation was obtained with a simplified plasma

compressibility term that takes into account the stochastic particle orbit effect. Numerical

solutions of the eigenmode equation with model 2D equilibria show that the ballooning

mode will be unstable for β ≥ O(1), which is not much different from those based

the ideal MHD model with simplified assumptions on the plasma compressibility [Lee,

1999a]. Including the Hall effect in the Ohm’s law only slightly increased the ballooning

instability βeq threshold by a few tens of percents [Lee, 1999b]. Thus, these previous

MHD ballooning mode stability calculations could not explain the high βeq value (≥ 50)

[Lui et al., 1995] when the low frequency instability was observed by AMPTE/CCE

[Cheng and Lui, 1998a]. Moreover, the low βeq threshold predicted by these previous

ballooning mode stability calculations are in contradictory to the observed high βeq values

(50 > β > 10) observed throughout the late growth phase when no noticeable magnetic

fluctuations were observed by AMPTE/CCE [Takahashi et al., 1987b] in the enhanced

cross-tail current sheet region.

There are additional drawbacks of these previous MHD ballooning stability

calculations. For example, because of the use of 2D equilibria, there is no information

on where in the equatorial plane the ideal ballooning instability would be initiated. The

MHD ballooning mode theory would predict purely growing instabilities, and do not

explain the observed frequency of the instability. Another fundamental drawback is that

there is no parallel electric field, and thus the unstable MHD ballooning mode does not

accelerate particles to produce the substorm onset auroral brightening as observed in

the ionosphere. However, even with the above mentioned deficiencies, the ideal MHD

model provides the valuable information of where in the plasma sheet the free energy and

the most unstable ballooning instability are located when realistic 3D magnetospheric
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equilibria are available. Thus, we will present calculations based on realistic 3D growth

phase magnetospheric equilibria and the full MHD model without making assumptions on

plasma compressibility. The calculations will demonstrate that the ballooning instability

is most unstable in the strong cross-tail current sheet region in the near-Earth plasma

sheet, which maps to the initial brightening location of the breakup arc in the ionosphere.

The full assessment of the stability of the ballooning mode in the magnetosphere

requires the consideration of kinetic effects such as trapped particle dynamics, finite ion

Larmor radii (FLR), parallel electric fields, wave-particle resonances, as well as correct

ordering between the wave frequency with respect to the bounce frequencies of electrons

and protons. We have developed a kinetic theory of ballooning mode by including

these kinetic effects and considering the correct frequency ordering that the wave phase

velocity along the ambient field line is smaller than the typical electron velocity, but

larger than the typical ion thermal velocity [Cheng and Lui, 1998a, 1998b] as dictated by

the observations from the particle and wave measurements of AMPTE/CCE. The kinetic

ballooning instability theory properly explains the wave frequency, growth rate and high

βeq threshold (≥ 50) of the low frequency instability observed by the AMPTE/CCE.

Because the wave phase velocity along the field line is smaller than the electron thermal

velocity, the trapped electron effect coupled with ion Larmor radius effects causes a large

parallel electric field and thus a much enhanced parallel current which greatly enhances

the stabilizing field line tension over the value expected from the MHD theory. As a

result, a much higher β threshold than that based on the ideal MHD model is obtained

with βc ≥ O(102)βMHD
c , where βMHD

c is the critical βeq predicted by the MHD theory.

The effect of the wave-ion magnetic drift resonance with ω−ωdi = 0, where ωdi is the

ion magnetic drift frequency, provides an additional channel to release the free energy and

typically reduces βc by up to 20%. Another consequence of the wave-particle resonance

is to produce a perturbed ion distribution in the velocity space centered around vy = Vdi,

where vy is the particle velocity in the dusk direction and Vdi is the average ion magnetic
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(∇B and curvature) drift velocity. As KBI grows to a large amplitude, the perturbed

ion velocity distribution increases so that ∂fi/∂vy > 0 for vy ≤ vdi, which provides an

additional free energy source for higher frequency instabilities such as cross-field current

instability (CCI) [Lui, 1996]. As the higher frequency instabilities quickly grow to large

amplitudes, they combine with KBIs to form a strong plasma turbulence, which leads to

anomalously large plasma transport and heating in the current disruption phase. In a

few minutes the pressure profile relaxes to a more quiet time-like profile, the magnetic

field recovers to a more dipole-like geometry, and βeq decreases. Thus, the new substorm

scenario emphasizes a low-frequency mode (KBI) which can naturally account for the

explosive growth phase and the initiation of subsequent current disruption through a

combination of KBI and CCI. Figure 7.

Figure 8.
4.1. Low Frequency Instability Observed by AMPTE/CCE

Evidence for the low-frequency perturbations occurring prior to current disruption

onset can be found in the detailed examination of magnetic field during current disruption

events. Figure 7 shows the components of the magnetic fluctuations in the cylindrical

(V , D, H) coordinate from the magnetometers on board the AMPTE/CCE satellite for

the June 1, 1985 substorm event [Lui et al., 1992]. The satellite was in the midnight

local time sector, MLT = 23.5, at a radial distance of approximately 8.8RE. It is obvious

that the magnetic field is in a strong turbulence state with δB/B ∼ O(1) during the

current disruption phase. Figure 8 shows the power spectrogram of the V component

magnetic field by using the wavelet analysis and it clearly shows that a low frequency

instability with frequency of about 20 mHz is excited at about 1.5 minutes before the

onset of current disruption at 23:14:20 UT. To extract the low frequency components of

the fluctuations, we employed successive smoothing of the original signals with normalized

binomial coefficients as previously used in Lui and Najmi [1997], and the resultant low

frequency magnetic fluctuations are shown in Figure 9. The low frequency magnetic
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field perturbations in the cylindrical (V , D, H) components were then converted into

components in the unperturbed magnetic field coordinate system to give δBL, δBφ, and

δB‖, where positive δBφ is pointing eastward, positive δB‖ is along the mean magnetic

field direction and positive δBL is in the third right-handed orthogonal direction. From

Figure 9, one can deduce that the real frequency of the low-frequency perturbation is

∼ 0.1 Hz (compared with proton cyclotron frequency of about 1 Hz) and the growth rate

is about 0.2 of the real frequency. Note that the exponentially growing low-frequency

perturbation begins quite early at ∼ 23:13:00 UT, about 1.5 minutes before the onset

of current disruption. It is interesting to note that there is almost no magnetic field

fluctuation before the low frequency instability was observed. The general characteristics

of the low frequency perturbation given here have been found in several other current

disruption events. Another substorm event was observed by AMPTE/CCE on August

30, 1986 [Takahashi et al., 1987a; Lui et al., 1992; Ohtani et al., 1995] and the three

components of the magnetic field are shown in Figure 10 and the corresponding low

frequency magnetic field perturbations are shown in Figure 11. The AMPTE/CCE was

in the midnight local time sector, MLT = 23.5, at a radial distance of approximately

8RE. The current disruption onset occurs at 11:52:40 UT [Takahashi et al., 1987a; Lui

et al., 1992; Ohtani et al., 1995] and it is clear that the low frequency was excited about

1.5 minutes before the onset of current disruption. Figure 9.

Figure 10.

Figure 11.

The exponential growth phase period of about 30sec of the low frequency instability

(with amplitude reaching δB/B ≥ 0.3) just before the current disruption onset was

previously called ”explosive growth phase” [Ohtani et al., 1992] which is accompanied by

a large duskward shift of the ion velocity distribution function and hence a significantly

enhanced cross-tail current density [Lui, 1996]. One possibility of the enhanced duskward

ion flux is due to the low frequency instability as proposed in Section 4.4.2 from

the resonance between the ion magnetic drift and the low frequency instability. This

enhanced cross-tail ion drift population is responsible for exciting higher frequency
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instabilities such as CCI which together with the low frequency instability last through

out the current disruption phase and form a strong magnetic field turbulence. It is

interesting to note that from Plate 1 of Lui et al. [1992] the enhanced ion flux in the

30 keV energy bin oscillates between the dawnward and duskward during the current

disruption phase. Figure 12.

During the late growth phase of substorms the equatorial plasma pressure in the

midnight sector of the near-Earth plasma sheet observed by the AMPTE/CCE (located

at X ' −(8 − 9)RE) [Lui et al., 1992] usually increases ∼ 50% from about 10 minutes

prior to the current disruption onset to the time the low frequency instability is excited.

Figure 12 shows the three-minute averages of the perpendicular and parallel components

of the electron and proton and total plasma pressures, and β = (P⊥ + P‖)/B2 for the

June 1, 1985 substorm event. The corresponding plasma β increases from ∼ 20 at about

10 minutes prior to the current disruption onset to ≥ 60 at 3 minutes prior to the

current disruption onset, at which time a low frequency instability was excited. At onset

the plasma β drops to about 40 and then drops to ≤ 6 during the current disruption

phase. The β decrease during the current disruption phase is mainly due to the increase

in the magnetic field intensity as a result of dipolarization with the plasma pressure

decreased by about 10%. It is to be noted that the pressure enhancement during the

growth phase leads to the enhancement of the cross-tail current density and thinning

of the plasma sheet. Although there is no observational determination on the pressure

profile during the late growth phase, it is reasonable to expect that the plasma pressure

decreases monotonically with increasing radial distance. The energy associated with the

current enhancement can be viewed as being stored in the large-scale magnetic field on

the nightside during the growth phase. The energy reduction associated with the current

disruption and magnetic field dipolarization can be viewed as the energy release during

the expansion phase through pressure reduction and pressure profile relaxation as a result

of the plasma transport due to the strong turbulence.
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4.2. Ideal MHD Theory of Ballooning Instability

To study the instability mechanism for understanding the low frequency modes

responsible for substorm onset [Cheng and Lui, 1998a], we first study the ballooning

instability based on the ideal MHD model. In particular, we perform numerical studies

of the ballooning instability for the growth phase magnetospheric equilibrium presented

in Section 3.

4.2.1. 3D MHD Eigenmode Equations

We first derive the ideal MHD eigenmode equations without making assumption

on the plasma compressibility. We consider quasi-static equilibria with the equilibrium

relations J × B = ∇P and ∇(P + B2/2) = κB2, where κ = (B/B) ·∇(B/B) is the

magnetic field curvature vector. With the time dependence of perturbed quantities as

e−iωt, the linearized ideal MHD equations governing the asymptotic behaviors of the

perturbed quantities are the momentum equation

ρω2ξ = ∇δP + δB× J + B× δJ, (8)

the equation of state is chosen as the adiabatic pressure law

δP + ξ ·∇P + ΓsP∇ · ξ = 0, (9)

the Ampere’s law

∇× δB = δJ, (10)

the Faraday’s law

−iωδB = ∇× δE, (11)

and the Ohm’s law

δE = iωξ ×B, (12)
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where ξ is the usual fluid displacement vector, δB is the perturbed magnetic field,

δP is the perturbed plasma pressure, ρ is the total plasma mass density, δE is the

perturbed electric field, and Γs = 5/3 is the ratio of specific heats. We introduce the

electrostatic potential φ and the vector potential A such that the perturbed electric field

is expressed as δE = −∇φ + iωA, and the perturbed magnetic field as δB = ∇ ×A.

Because the perturbed parallel electric field vanishes in the ideal MHD model, we have

A‖ = A ·B/B = −B ·∇Φ/B, where Φ = iφ/ω. We also assume that A‖ and A⊥ are of

the same order, but |∇⊥φ| � |∇‖φ|. Then, δE⊥ ' −∇⊥φ and ξ ×B ' ∇⊥Φ.

Operating Eq. (8) with B×, the perturbed current density perpendicular to B is

given by

δJ⊥ ' ρω2

B2
∇⊥Φ +

B×∇δP

B2
− δB ·B

B2
J +

J ·B
B2

δB, (13)

Operating Eq. (13) with ∇· and making use of the equilibrium relations, we have

∇ · δJ⊥ ' ρω2

B2
∇2
⊥Φ − 2κ ×B ·∇δP

B2
− B×∇P

B4
·∇(δP + δB ·B), (14)

where we have neglected the term δB · ∇(J · B/B2), which is much smaller than the

gradient on the perturbed quantities and can be ignored. Next, we choose the Coulomb

gauge ∇ ·A = 0 and the Ampere’s law becomes ∇2A = −δJ. Again, by ignoring the

small gradient on the equilibrium quantities we have δJ ·B ' −∇2(A ·B) = ∇2(B ·∇Φ).

Moreover, we consider the wave frequency to be much smaller than the compressional

wave frequency (∼ k⊥VA, where VA = B/ρ1/2 is the Alfvén speed), so that to the lowest

order in (ω/k⊥VA), ∇⊥(δP+δB·B) ' 0 [Cheng and Johnson, 1999]. Then, from Eq. (14)

and ∇ · δJ = B ·∇(δJ ·B/B2) + ∇ · δJ⊥ = 0, we obtain the MHD vorticity equation

B ·∇
(∇2

⊥(B ·∇Φ)

B2

)
+
ρω2

B2
∇2
⊥Φ− 2κ×B ·∇δP

B2
' 0. (15)

From the adiabatic pressure law, Eq. (9), we obtain

δP − B×∇P ·∇Φ

B2
+ ΓsP∇ · ξ ' 0, (16)
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where we have made use of ξ ·∇P = (iδE×B/ωB2) ·∇P ' −B×∇P ·∇Φ/B2. Next,

we evaluate

∇ · ξ = B ·
(

ξ ·B
B2

)
+ ∇ · ξ⊥. (17)

By operating the momentum equation, Eq. (8), with B· we obtain an expression for the

parallel displacement

ρω2ξ ·B ' B ·∇δP − B×∇P

B2
·∇ (B ·∇Φ) , (18)

where we evaluate δB · ∇P = ∇ · (A × ∇P ) ' ∇ · [(A · B/B2)B × ∇P ] '
−(B × ∇P/B2) · ∇(B ·∇Φ) with the help of A · B = −B ·∇Φ due to the vanishing

parallel electric field. Making use of the Ohm’s law, we calculate ∇ · ξ⊥ and obtain

∇ · ξ⊥ = −
(

2κ ×B

B2
+

B×∇P

B4

)
·∇⊥Φ− δB ·B

B2
. (19)

Finally from Eqs. (15)-(19) and δP + δB · B = 0, and eliminating δP , we obtain

two eigenmode equations for Φ and ∇ · ξ for describing low frequency modes with

perpendicular wavelength much shorter than the parallel wavelength:

B ·∇
(∇2

⊥(B ·∇Φ)

B2

)
+
ρω2

B2
∇2
⊥Φ − 2κ ×B

B2
·∇

(
B×∇P ·∇Φ

B2

)
=

2κ×B ·∇(ΓsP∇ · ξ)

B2
,(20)

and

B ·∇
[

ΓsP

ρω2B2
B ·∇(∇ · ξ)

]
+

ΓsP +B2

B2
∇ · ξ − 2κ ×B ·∇Φ

B2
= 0. (21)

It is clear that these two equations describe the coupling between the shear Alfvén type

modes, which are mainly determined by Eq. (20), and the slow magnetosonic type modes,

which are mainly determined by Eq. (21). The coupling is mainly via the magnetic field

curvature and the plasma pressure.

4.2.2. MHD Ballooning Mode Equations

Equations (20) and (21) describe low frequency modes in the three-dimensional

space and are usually difficult to solve if not impossible. Thus, further approximations
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must be made to simplify these two equations. Fortunately a so-called WKB-ballooning

formalism has been developed to simplify these equations by taking advantage of the

nature of solutions that the perpendicular wavelength is much shorter than the parallel

wavelength [Dewar and Glasser, 1983; Nevins and Pearlstein, 1988; Dewar et al., 2001].

Adopting the WKB-ballooning formalism, we consider the eikonal representation of the

perturbed quantities, Φ = ieiSΦ̂, where S � 1 is the WKB eikonal and B ·∇S = 0. Note

that ∇S is essentially the wave vector perpendicular to B. Thus, the fast variation of Φ

in the direction perpendicular to B is contained in eiS and Φ̂ describes the slow variation

along as well as perpendicular to B. Then, to the lowest order in 1/S � 1, the MHD

vorticity equation, Eq. (20), reduces to

B ·∇
( |∇S|2B ·∇Φ̂

B2

)
+
ρω2

B2
∇2
⊥Φ̂ + κcPsΦ̂ + κc(ΓsP∆) = 0, (22)

where κc = 2κ × B · ∇S/B2, Ps = ∇P × B · ∇S/B2, and ∇ · ξ = eiS∆. Similarly,

Eq. (21) reduces to

B ·∇
[

ΓsP

ρω2B2
B ·∇∆

]
+

ΓsP +B2

B2
∆ + κcΦ̂ = 0. (23)

From the ballooning mode equations, Eqs. (22) and (23), we see that the eigenvalues

depend on the angle between ∇S and ∇P . With the Euler potential representation of

the ambient magnetic field B = ∇ψ×∇α, ∇S can be expressed as ∇S = Sψ∇ψ+Sα∇α,

where Sψ = ∂S/∂ψ, and Sα = ∂S/∂α. Then, κc = 2Sα[κs(∇ψ ·∇α/|∇ψ|2 +Υ/ψ)−κψ],
and Ps = Sα[(Υ/ψ)∂P/∂α− ∂P/∂ψ], where κψ = κ ·∇ψ/|∇ψ|2, κs = κ ·B ×∇ψ/B2,

and Υ = ψSψ/Sα is a dimensionless free parameter. We see that Sα can be combined

with Φ̂, and the eigenmode equations, Eqs. (22) and (23) depend on Υ. Thus, the

lowest order eigenvalue, ω2, is a function of Υ and field lines labeled by ψ and α, with

a corresponding wave structure along the field line. Υ has two physical meanings; first,

it can be considered as the ratio between the radial wave vector and the azimuthal wave

vector, and second, it represents the central location of the mode structure along the field
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line. Thus, by scanning the dependence of ω2 on Υ we determine the radial wave vector

and its localization location along the field line for the most unstable mode. The global

solutions are then obtained by solving the ballooning ray equations in the next order in

1/S, which involve the quantization procedure of the rapid wave phase integral

Ik =
∮
dq ·∇S = (2k + 1)π, (24)

where k = 0, 1, 2, .., and q is the coordinate vector in the (ψ, α) space [Dewar and Glasser,

1983; Nevins and Pearlstein, 1988; Dewar et al., 2001]. For our purpose, we will address

the lowest order ballooning mode equations and find out the lowest order eigenvalue for

each field line. From numerical solutions for magnetospheric equilibria with a north-south

symmetry, the most unstable solution is obtained with Υ = 0 for each field line.

4.2.3. Lagrangian Formulation

To solve the lowest order ballooning mode equations, Eqs. (22) and (23), we construct

a variational principle. Multiplying Eq. (22) by Φ̂∗ (the complex conjugate of Φ̂) and

integrating along the field line with respect to ds/B, we obtain

∫ s2

s1

ds

B

{(
ρω2 |∇S|2

B2
+ κcPs

)
|Φ̂|2 − |∇S|2

B2
|B ·∇Φ̂|2 + ΓsPκcΦ̂

∗∆

}
= 0 (25)

where s denotes the distance along the field line so that B · ∇ = B(d/ds), s1 and s2

are the two end points of the field line anchored in the ionosphere, and the boundary

condition at the field line end points is assumed to be Φ̂∗B ·∇Φ̂ = 0. Multiplying the

complex conjugate of Eq. (23) by ΓsP∆ and integrating along the field line with respect

to ds/B, we obtain

∫ s2

s1

ds

B

{
ΓsP (ΓsP +B2)

B2
|∆|2 − ρω2B2|Z|2 + ΓsPκcΦ̂

∗∆

}
= 0 (26)

where Z = ΓsP (B · ∇∆)/ρω2B2, and the boundary condition ∆Z∗ = 0 at the field

line end points is assumed. Subtracting Eq. (26) from Eq. (25) we obtain a Lagrangian
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functional δL given by

δL =
∫ s2

s1

ds

B

{
ρω2

( |∇S|2
B2

|Φ̂|2 +B2|Z|2
)

−
[ |∇ψ|2

B2
|B ·∇Φ̂|2 − κcPs|Φ̂|2 +

ΓsPB
2

ΓsP +B2
|κcΦ̂ + B ·∇Z|2

]}
= 0 (27)

where we have also made use of Eq. (23) to substitute ∆ in terms of Φ̂ and B ·∇Z. It is

straightforward to verify that Eqs. (22) and (23) are a consequence of the requirement that

the functional δL is stationary. Since δL = 0, it is clear that the eigenvalues ω2 and the

corresponding eigenfunctions Φ̂ and ∆ must be real. The determination of the stability

of ballooning modes reduces to that of finding the eigenvalues ω2 and eigenfunctions so

that the Lagrangian functional δL is stationary with respect to variations of Φ̂ and ∆.

The admissible variational functions must be square-integrable and satisfy the boundary

conditions at the field line end points. It should be noted from Eq. (27) that there is

a possibility of ω2 < 0 if κcPs > 0, and if ω2 < 0 the plasma is unstable at these field

lines. From the definition of κc and Ps (given after Eq. (22)) we see that if the pressure

gradient is in the same direction as the magnetic field curvature, then κcPs > 0 and the

ballooning mode is possible to be unstable. Figure 13.

Figure 14.
4.3. Numerical Solutions of MHD Ballooning Mode Equations

Once a 3D quasi-static magnetospheric equilibrium is known we can compute the

ballooning mode solutions for each field line. However, to obtain the mode frequency or

growth rate in physical unit we need to specify the mass density along field lines. We

assume for simplicity the plasma density to be constant along the field line and choose

it to be a function of radius in the equatorial plane: ρ(R) = 10 (Rgeos/R)3mp/cm
3,

where Rgeos = 6.6RE is the geosynchronous orbit distance and mp is the proton mass.

When the actual mass density distribution is known, the frequency or growth rate can

be recalculated easily with the actual density from the results given in this paper.

Employing the growth phase magnetospheric equilibrium published previously



44

[Zaharia and Cheng, 2003] and choosing (Sψ/Sα) = 0, the numerical solutions of the

eigenvalues ω2 and the eigenfunctions for the Lagrangian equation, Eq. (27) for each

field line have been obtained by employing a finite element method with the boundary

conditions that both Φ̂ and ∆ vanish at the end points of the field line in the ionosphere.

For the full ideal MHD model, Figures 13 and 14 show the color plot in the equatorial

plane and the contours in the northern polar ionosphere of the eigenvalue f2 (in (mHz)2)

of the fundamental harmonic ballooning modes, respectively [Cheng and Zaharia, 2003b].

Also shown in Fig. 13 is the contours of the azimuthal current density (in nA/m2) and

in Fig. 14 is the color plot of the field-aligned current density. Note that all field lines

beyond x ' −6RE down the tail in the night side are unstable. The region of the most

unstable modes tracks well with the strong cross-tail current sheet region, consistent

with the expectation from substorm onset observations. The peak growth rate region is

located in the strong cross-tail current region (at about X ' −9RE), which is at the

tailward side of the peak cross-tail current density location at X ' −8RE. In the polar

ionosphere the field lines in the peak ballooning instability growth rate region map to the

transition region between the region-1 and region-2 currents. The results clearly indicate

that, although the ideal MHD model over estimates the instability growth rate due to

the lack of particle kinetic effects, it shows the field lines where the ballooning free energy

is largest and the most unstable ballooning mode is located. Moreover, we expect that

the global structure of the MHD ballooning instability is localized around the maximum

growth rate location in the equatorial plane with an half-width extending to the location

with growth rate equal to about one half of the maximum growth rate. Figure 15.

Next, we compute the stability of the ballooning modes for the same growth

phase magnetospheric equilibrium with the Lee-Wolf model [Lee and Wolf, 1992] and

the fast-MHD model [Horton et al., 1999], which made approximations on the plasma

compressibility, and compare these solutions with the solution of the full MHD model

shown in Figs. 13 and 14. This will resolve the controversy arising from these
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approximations [Lee, 1999a]. In the Lee-Wolf model, the plasma compressibility is

assumed to be a non-vanishing constant along the field line. With B · ∇∆ = 0, ∆

can be obtained from Eq. (23) and is given by 〈(ΓsP +B2)/B2〉∆ + 〈κcΦ̂〉 = 0, where

〈X〉 =
∫ s2
s1
dsX/B. Then, Eq. (22) reduces to

B ·∇
( |∇S|2B ·∇Φ̂

B2

)
+
ρω2

B2
∇2
⊥Φ̂ + κcPsΦ̂

−κcΓsP 〈κcΦ̂〉〈ΓsP+B2

B2 〉 = 0, (28)

and a Lagrangian functional δL can be constructed and is given by

δL =
∫ s2

s1

ds

B

{
ρω2

( |∇S|2
B2

|Φ̂|2
)

+ κcPs|Φ̂|2

−
[ |∇S|2

B2
|B ·∇Φ̂|2 +

ΓsPκcΦ̂〈κcΦ̂〉
〈ΓsP+B2

B2 〉

]}
= 0 (29)

The solution of Eq. (29) is shown in Fig. 15, which shows that ballooning modes are

unstable near the current sheet region betweenX = −8 and −10RE and weakly unstable

farthest near the tail boundary, but are stable in other region. This result is different

from the full MHD solution shown in Figure 13. Thus, the Lee-Wolf model produce too

much stabilization due to the approximation of constant plasma compressibility. Figure 16.

In the fast-MHD model [Horton et al., 1999], the parallel displacement is assumed

to vanish, ξ ·B = 0. From the adiabatic pressure law and the parallel component of the

momentum equation, we obtain ∆+[κcB
2/(ΓsP +B2)]Φ̂ = 0. Then, Eq. (22) reduces to

B ·∇
( |∇S|2B ·∇Φ̂

B2

)
+
ρω2

B2
∇2
⊥Φ̂ + κcPsΦ̂

− ΓsPκ
2
cB

2

ΓsP +B2
Φ̂ = 0, (30)

and a Lagrangian functional δL can be constructed and is given by

δL =
∫ s2

s1

ds

B

{
ρω2

( |∇S|2
B2

|Φ̂|2
)

+ κcPs|Φ̂|2

−
[ |∇S|2

B2
|B ·∇Φ̂|2 +

ΓsPκ
2
cB

2

ΓsP +B2
|Φ̂|2

]}
= 0 (31)
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The solution of Eq. (31) is shown in Fig. 16. which clearly shows that for most of the

field lines (except near the far tail boundary of the equilibrium) the ballooning modes

are stable. This result is completely different from the results of full MHD model shown

in Figures 13 and those of the Lee-Wolf model shown in Fig. 15. Thus, the fast-MHD

model gives a much worse approximation of the plasma compressibility than the Lee-Wolf

model.

In summary, based on the ideal MHD model the ballooning modes are expected to

be unstable for the growth phase magnetospheric equilibrium in a large region of the

plasma sheet where βeq ≥ 1. The numerical results clearly illustrate that to obtain the

correct stability result even within the ideal MHD model it is essential to model the

plasma compressibility correctly as well as the equilibrium fields realistically. Moreover,

even for quiet time equilibria [Zaharia et al., 2003], the full MHD calculations (not shown

in the paper) indicate that the ballooning modes are unstable for the entire plasma sheet

region when βeq ≥ 1. Thus, the results of the ballooning mode stability calculations

based on the ideal MHD model are not consistent with the AMPTE/CCE observations

that during most of the growth phase βeq < 50 and the magnetic fields are quiet without

noticeable fluctuations [Lui et al., 1992], and the low frequency instability was observed

in the enhanced cross-tail current sheet region only toward the end of the growth phase

when βeq > 50 [Cheng and Lui, 1998a]. However, even with the inconsistency with

observations, the ideal MHD model provides the valuable information that the most

unstable ballooning instability and the maximum free energy associated with the product

of the plasma pressure gradient and magnetic field curvature are located in the strong

cross-tail current sheet region when realistic 3D magnetospheric equilibria are considered.

4.4. Kinetic Theory of Ballooning Instability

To mitigate the difficulty arising from the ideal MHD model, we need to consider the

particle kinetic effects. We shall derive the kinetic eigenmode equations for the ballooning
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modes by employing the gyrokinetic equations, which are most suitable for studying low

frequency waves and instabilities with ω < ωci. We will show that the kinetic effects of ion

gyroradii and trapped electron dynamics can greatly increase the stabilizing effects of field

line tension and thus enhance the critical βeq to excite the ballooning instability [Cheng

and Lui, 1998a]. The consequence is to reduce the equatorial region of the unstable

ballooning modes to the strong cross-tail current sheet region where the free energy

associated with the plasma pressure gradient and magnetic field curvature is maximum.

In a 3D magnetospheric equilibrium with the magnetic field expressed as B =

∇ψ × ∇α, we consider plasmas with an isotropic pressure and the particle guiding

center distribution is F = F (E, ψ, α) so that the equilibrium pressure is a function of ψ

and α and is constant along B. We consider perturbations with k⊥ > k‖, k⊥L⊥ > 1,

and k‖L‖ > 1 , where k‖ and k⊥ are the wave number parallel and perpendicular to the

ambient magnetic field B, and L‖ and L⊥ are the background equilibrium scale length

parallel and perpendicular to the ambient magnetic field B, respectively. We adopt the

WKB-Ballooning representation (presented in Section 4.2.2) of the perturbed quantities

which are proportional to ei(S−ωt), where B ·∇S = 0. Note that ∇S is essentially the

wave vector perpendicular to B, k⊥. We shall employ the linearized gyrokinetic equations

which describe the dynamics of low frequency instabilities with frequencies much smaller

than the particle cyclotron frequency [Antonsen, Jr. and Lane, 1980; Catto et al., 1981].

The gyrokinetic equations properly include kinetic effects such as full particle Larmor

radii, wave-particle resonances, particle drifts motions, etc. In terms of the rationalized

MKS unit, the perturbed particle distribution function can be expressed as

δf =
q

M

∂F

∂E
[
1−

(
1− ωT?

ω

)
J0e

iL

]
Φ + geiL, (32)

where F is the particle equilibrium distribution function, q is the particle charge, M is

the particle mass, E = v2/2 the particle energy per unit mass, the subscripts ‖ and ⊥
represent parallel and perpendicular components to the equilibrium magnetic field, ωT? =
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B×∇S ·∇F/(Bωc∂F/∂E), ωc = qB/M is the cyclotron frequency, Jl is the l-th order

Bessel function of the argument |∇S|v⊥/ωc, L = B×∇S ·v⊥/ωc = (|∇S|v⊥/ωc) sinϕ, ϕ

is the particle gyro-phase angle between ∇S and the particle perpendicular velocity v⊥,

Φ is the electrostatic potential, and g is the nonadiabatic part of the perturbed particle

distribution function. Next, we define the parallel electric field potential with δE‖ =

−∇‖Ψ, then the vector potential, defined by A = A‖+A⊥ = A‖−iÃ⊥B×∇S/(B|∇S|),
is related to Ψ, the electrostatic potential Φ, and the parallel perturbed magnetic field

δB‖ by iωA‖ = ∇‖(Φ−Ψ) and δB‖ = |∇S|Ã⊥. Based on the WKB-ballooning formalism

the lowest order (in 1/S � 1) gyrokinetic equation for g in the low frequency (ω � ωc)

limit is given by

(ω − ωd + iv‖ ·∇‖ + iν)g

= − q

M

∂F

∂E
(

1− ωT?
ω

)[
J0

(
ωdΦ− iv‖ ·∇‖Ψ

)
+

ωv⊥
|∇S|J1δB‖

]
, (33)

where ωd = −(B × ∇S/Bωc) · (v2
‖κ + µ∇B) is the magnetic drift frequency, κ is

the magnetic field curvature, µ = v2
⊥/2B is the particle magnetic moment, and ν

is the particle collision frequency operator. Note that the dissipative effects such as

wave-particle resonance and particle collision are included in g. Also, the gyrokinetic

formulation is still valid for the case that the particle gyroradius is on the same order

as the background magnetic field scale length if the magnetic drift frequency is replaced

with the pitch angle average value to account for the non-conservation of the magnetic

moment [Hurricane et al., 1994].

4.4.1. Kinetic Eigenmode Equations

To derive the kinetic eigenmode equations we follow the procedure described in

Cheng [1982a]; Cheng et al. [1995]. To determine the parallel electric field we use the

quasineutrality condition,
∑
j qjδnj =

∑
j

∫
d3vqjδfj = 0, where the summation over j is
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over all particle species. Using Eq. (32) we have

δnj =
B×∇S ·∇Nj

ωB2
Φ +

∫
d3v

[
qj
Mj

∂Fj
∂E

(
1− ωT?j

ω

)
(1− J2

0 )Φ + gjJ0

]
, (34)

where N is the background particle density. Then, the charge quasi-neutrality condition

becomes

∑
j

∫
d3v

q2
j

Mj

∂Fj
∂E

(
1− ωT?j

ω

)
(1− J2

0 )Φ +
∑
j

∫
d3vqjgjJ0 = 0, (35)

where
∑
j qjNj = 0 due to charge neutrality.

In the WKB-ballooning formalism the Ampère’s law can be written as δJ⊥ =

−∇2A⊥ ' |∇S|2A⊥ = −iδB‖B×∇S/B. Thus, using Eq. (32) we have

B · δB = i
∑
j

∫
d3vqj

B×∇S · v⊥
|∇S|2 δfj

=
∑
j

∫
d3vMjv

2
⊥
ωcjJ1

|∇S|v⊥

[
qj
Mj

∂Fj
∂E

(
1− ωT?j

ω

)
J0Φ− gj

]
, (36)

where we have made use of the gyro-phase average quantity (i/2π)
∫
dϕ sinϕeiL =

J1(|∇S|v⊥/ωc). Eq. (37) can be rewritten in a MHD-like form as

B · δB =
B×∇P ·∇S

ωB2
Φ−∑

j

ˆδP⊥j , (37)

where P =
∑
j Pj is the total plasma pressure, and

ˆδP⊥j =
∫
d3v

Mjv
2
⊥

2

[
qj
Mj

∂Fj
∂E

(
1− ωT?j

ω

)(
1− 2ωcjJ1J0

|∇S|v⊥

)
Φ +

2ωcjJ1

|∇S|v⊥gj
]

(38)

contains the plasma compressibility and all the non-MHD effects such as finite ion

gyroradii and wave-particle resonances, and non-adiabatic particle response.

To derive the kinetic vorticity equation that governs the electrostatic potential, we

multiply Eq. (33) with ωqjJ0, integrate it over the velocity space, sum it over all particle

species, and make use of the equality

∫
dv3J0v‖ ·∇g = B ·∇

(∫
dv3 v‖gJ0

B

)
, (39)
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where
∫
dv3 =

∑
σ 2πB

∫∞
0 dE ∫ E/B0 dµ/|v‖|, σ = ±1 indicates the direction of the particle

parallel velocity, and use has been made of the fact that E and µ are constant along the

unperturbed particle guiding center orbit. Then, the kinetic vorticity equation becomes

∑
j

∫
d3vω (ω − ωdj + iνj) qjJ0gj + iB ·∇

(
ωδJ‖
B

)

+ω
∑
j

∫
d3v

q2
j

Mj

∂Fj
∂E

(
1− ωT?j

ω

)(
ωdjJ

2
0Φ +

ωv⊥
|∇S|J0J1δB‖

)
= 0. (40)

Making use of Eq. (35) and the parallel component of the Ampere’s law, δJ‖ = −∇2A‖ '
|∇S|2A‖ = −i(|∇S|2/Bω)B ·∇(Φ−Ψ), Eq. (40) becomes

B ·∇
[ |∇S|2
B2

B ·∇ (Φ−Ψ)

]
− ω2

∑
j

∫
d3v

q2
j

Mj

∂Fj
∂E

(
1− ωT?j

ω

)(
1− J2

0

)
Φ

−ω∑
j

∫
d3vqj(ωdj − iνj)J0gj + ω

∑
j

∫
d3v

q2
j

Mj

∂Fj
∂E

(
1− ωT?j

ω

)(
ωv2

⊥
2ωcj

δB‖ + ωdjΦ

)

−ω∑
j

∫
d3v

q2
j

Mj

∂Fj
∂E

(
1− ωT?j

ω

)[
ωv2

⊥
2ωcj

(
1− 2ωcj

|∇S|v⊥J0J1

)
δB‖ + ωdj

(
1− J2

0

)
Φ

]

= 0, (41)

Note that, if k⊥ρi < 1, the fifth term is smaller than the fourth term by k2
⊥ρ

2
i in the

above equation. The velocity space integration can be carried out for the fourth term

and with the help of Eq. (37) and the equilibrium relation, ∇⊥(P⊥ + B2/2) = B2κ, we

have

∑
j

∫
d3v

q2
j

Mj

∂Fj
∂E

(
1− ωT?j

ω

)(
ωv2

⊥
2ωcj

δB‖ + ωdjΦ

)

=
B×∇S ·∇P

B4

[
−B · δB +

B×∇S

ω
·
(
κ +

∇B

B

)
Φ

]

=
B×∇S ·∇P

B4


2B×∇S · κ

ω
Φ +

∑
j

ˆδP⊥j


 (42)

Then, the kinetic vorticity equation has the following MHD-like form

B ·∇
[ |∇S|2

B2
B ·∇ (Φ−Ψ)

]
− ω2

∑
j

∫
d3v

q2
j

Mj

∂Fj
∂E

(
1− ωT?j

ω

)(
1− J2

0

)
Φ
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+2

(
B×∇S · κ

B2

)(
B×∇S ·∇P

B2

)
Φ

+ω

(
B×∇S ·∇P

B4

)∑
j

ˆδP⊥j − ω
∑
j

∫
d3vqj(ωdj − iνj)J0gj

−ω∑
j

∫
d3v

q2
j

Mj

∂Fj
∂E

(
1− ωT?j

ω

)[
ωv2

⊥
2ωcj

(
1− 2ωcj

|∇S|v⊥J0J1

)
δB‖ + ωdj

(
1− J2

0

)
Φ

]
= 0,(43)

If we take the small ion gyroradius limit and neglect the parallel electric field, the first

three terms of Eq. (43) are equivalent to the first three terms in the MHD vorticity

equation given by Eq. (eq:PhiB). The last three terms of Eq. (43) contain the plasma

compressibility and all the non-MHD effects such as finite ion gyroradii and wave-

particle resonances, and non-adiabatic particle response. Equations (35), (37), and

(43) constitute the basic kinetic eigenmode equations for studying kinetic ballooning

instability. To complete the formulation of the eigenmode equations one needs to

determine the nonadiabatic perturbed particle distribution by solving Eq. (33), which

was derived previously in Cheng and Qian [1994]. In general, exact solutions of Eq. (33)

can not be obtained analytically, but can be expressed as an infinite series. Each term

in the series must be computed numerically for each magnetic field geometry. However,

to achieve analytical understanding of the kinetic effects on the stability of ballooning

modes, we need to consider simplified solutions of the gyrokinetic equation and making

simplifying assumptions.

4.4.2. Kinetic Ballooning Instability

Based on the AMPTE/CCE observation of particle data [Lui et al., 1992; Lui, 1996],

toward the end of the growth phase when a low frequency instability was observed, we

found that the average electron energy is about 5 keV and the average ion energy is

about 10 keV. The particle velocity distribution function does not have appreciable

bulk drift and the plasma pressure becomes isotropic in the late growth phase in a

few minutes before the onset. The average ion magnetic drift velocity evaluated at
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the average ion energy is about the same as the ion thermal velocity if the ∇B scale

length is on the order of average ion Larmor radius. With these information we proceed

to obtain an analytical understanding of the kinetic ballooning instability (KBI) with

the orderings: k⊥ρi ∼ O(1), k‖ � k⊥ and ve > (ω/k‖) > vi [Cheng, 1982b, 1982a],

where k⊥ = |∇S| is the perpendicular wave number, ρi is the ion gyroradius, k‖ is the

parallel wave number, and ve and vi are the electron and ion thermal speed, respectively.

With these orderings the following kinetic effects must be considered: trapped electron

dynamics, ion Larmor radius effect and wave-particle resonance with ω − ωdi = 0. We

shall consider collisionless plasmas (νe,i = 0) and obtain approximate solutions of the

perturbed particle distributions based on the gyrokinetic formulation by assuming that

both electrons and ions have local Maxwellian equilibrium distribution functions [Cheng

et al., 1995]. For ions we consider only the contribution from protons.

For electrons we shall neglect Larmor radius effects and consider |v‖∇‖| � ω, ωde.

Clearly, trapped and un-trapped electrons have very different parallel dynamics. The

un-trapped electron dynamics along B is mainly determined by its fast parallel transit

motion, and its motion perpendicular to the field line is mainly determined by the

E× B drift motion. Thus, to the lowest order in (ω/|v‖∇‖|) the non-adiabatic electron

distribution can solved from Eq. (33) [Cheng, 1982a] and is given by

geu ' − e

Me

∂Fe
∂E

(
1− ωT?e

ω

)
Ψ, (44)

where qe = −e, e is the absolute value of the electron charge, and Fe is the electron

Maxwellian distribution. Then, the perturbed un-trapped electron density and is given

by

δneu ' eNeu

Te

[
ω∗e
ω

Φ +
(
1− ω∗e

ω

)
Ψ
]
, (45)

where Neu is the untrapped electron density, ω∗e = B×∇Ne · k⊥Te/(BmeωceNe) is the

electron diamagnetic drift frequency,Ne and Te are the electron density and temperature,
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respectively. Note that Neu/Ne = 1 − [1−B(s)/Bi]
1/2 is the fraction of un-trapped

electron at the field line location s, Bi is the magnetic field at the ionosphere. Near the

equator Neu/Ne ' B(s)/2Bi � 1.

The trapped electron dynamics along the field line is mainly determined by its

fast parallel bounce motion, and its motion perpendicular to the field line is mainly

determined by the E × B and magnetic drift motions. To the lowest order in (ω/ωbe),

where ωbe is the electron bounce frequency, the nonadiabatic trapped electron distribution

function is given by

get ' − e

Me

∂Fe
∂E

(
1− ωT?e

ω

) [
Ψ− 〈(ω − ωde)Ψ + ωdeΦ + ωv2

⊥δB‖/2ωce〉
〈ω − ωde〉

]
(46)

Thus, the perturbed trapped electron density is given by

δnet ' eNet

Te

[
ω∗e
ω

Φ +
(
1− ω∗e

ω

)
∆Ψ

]
+ δn̂et, (47)

where Net/Ne = [1− B(s)/Bi]
1/2 is the fraction of trapped electron,

∆ =
∫
tr
d3v(Fe/Net)

[
1− 〈(ω − ωde)Ψ〉

〈ω − ωde〉Ψ
]
, (48)

δn̂et = −
∫
tr
d3v

eFe
Te

(ω − ωT?e)

(ω − 〈ωde〉)
〈
ωde
ω

Φ +
v2
⊥

2ωce
δB‖

〉
, (49)

and 〈ωde〉 is the trapped particle orbit average of ωde. Note that ∆ � 1 near the equator.

To obtain the perturbed non-adiabatic ion distribution function we assume that

ω, ωdi � |v‖∇‖|, and obtain

gi ' eFi
Ti

ω − ωT?i
ω − ωdi

(
ωdiJ0Φ

ω
+
v⊥J1δB‖
k⊥

)
. (50)

Note that the ion dynamics is mainly determined by its perpendicular motion, which is

due to E×B, polarization and magnetic drift motions and is substantially different from

the electron perpendicular motion if k⊥ρi ∼ 1. The perturbed ion density is given by

δni ' −eNi

Ti

[
ω∗i
ω

Φ +
(
1− ω∗pi

ω

)
(1− Γ0)Φ

]
+ δn̂i, (51)
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where Ni is the ion density, Ti is the ion temperature, ω∗i = B×∇Ni ·k⊥Ti/(BmiωciNi),

ω∗pi = B×∇Pi · k⊥Ti/(BmiωciPi), Γ0(bi) = I0(bi) exp(−bi), bi = k2
⊥Ti/Miω

2
ci = k2

⊥ρ
2
i /2,

I0 is the modified Bessel function of the zeroth order, and δn̂i =
∫
d3vgiJ0.

From the charge quasi-neutrality condition we obtain the parallel electric field

potential

(
Neu +Net∆

Ne

)
Ψ = −Te

Ti

ω − ω∗pi
ω − ω∗e

(1− Γ0)Φ +
Te
eNe

(δn̂i − δn̂e) (52)

If we ignore the second term on the right hand side of the above equation, the physical

origin of the parallel electric field is clearly due to the difference between the ion and

electron gyroradii given in the first term on the right hand side of the equation, which

is large if bi ∼ O(1). If Net∆ � Neu, the term on the left hand side of the equation

represent the ratio between the untrapped electron density to the total electron density.

In comparison with the limit without trapped electrons, the parallel electric field is

enhanced by Ne/(Neu +Net∆) which is much larger than unity near the equator.

The physical picture of the enhanced perturbed parallel electric field (δE‖ = −∇‖Ψ)

can be understood by considering the particle dynamics. Upon a three-dimensional

perturbation the electrons and ions move differently in the direction perpendicular to

the ambient magnetic field and a charge separation is established. In order to maintain

charge quasi-neutrality, particles need to move along the ambient magnetic field to smear

out the charge separation. However, ions move much slower than the wave parallel phase

velocity and can be considered stationary with respect to the wave parallel motion.

Electrons move along the ambient magnetic field much faster than the wave parallel phase

velocity and can move to smear out the charge separation. But, the trapped electrons

execute bounce motion and are not effective to smear out the charge separation. Thus,

the untrapped electrons will need to smear out the charge separation. However, the

untrapped electron fraction is small in the plasma sheet and hence an enhanced parallel

electric field is created to accelerate the untrapped electrons along the field line to smear
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out the charge separation. From the parallel Ampere’s law, δJ‖ ' i∇2
⊥∇‖ (Φ−Ψ) /ω,

the enhanced perturbed parallel electric field produces an enhanced perturbed parallel

current, which represents an enhancement of the field line tension that is to stabilize the

ballooning modes.

To obtain a simplified eigenmode equation for analytical understanding of the kinetic

ballooning instability due to the kinetic effects of finite ion gyroradii and trapped

electron dynamics, we need to make further simplification. If we consider the orderings

ω � ωde, ωdi and k⊥ρi < 1 and ignore the effects of δB‖ and the nonadiabatic density

and pressure responses, then the fourth, fifth and sixth terms in Eq. (43) can be ignored

[Cheng, 1991; Cheng and Qian, 1994; Cheng et al., 1995]. The kinetic vorticity equation,

Eq. (43), then reduces to

B ·∇
[
k2
⊥
B2

B ·∇(Φ−Ψ)

]
+
ω(ω − ω∗pi)

V 2
A

1− Γ0(bi)

ρ2
i /2

Φ + 2
B× κ · k⊥

B2

B×∇P · k⊥
B2

Φ = 0,(53)

where VA = B/(niMi)
1/2 is the Alfvén speed. Similarly, we also ignore the perturbed

nonadiabatic density responses in Eq. (52), then Eqs. (52) and (53) form a coupled set

of kinetic ballooning eigenmode equations for Φ and Ψ along the field lines and the

eigenvalue ω. Equations (52) and (53) can be combined to form a simplified kinetic

ballooning mode equation

B ·∇
[
k2
⊥
B2

B ·∇(SΦ)

]
+
ω(ω − ω∗pi)

V 2
A

1− Γ0(bi)

ρ2
i /2

Φ + 2
B× κ · k⊥

B2

B×∇P · k⊥
B2

Φ = 0,(54)

where

S = 1 +
NeTe

(Neu +Net∆)Ti

ω − ω∗pi
ω − ω∗e

(1− Γ0) . (55)

The simplified kinetic ballooning mode equation retains the kinetic effects of trapped

electron dynamics and finite ion gyroradii, and a local dispersion relation for KBI is

approximately given by

ω(ω − ω∗pi)
(1 + bi)V 2

A

' Sk2
‖ −

2(B× κ · k⊥)(B×∇P · k⊥)

B4
. (56)
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where S is approximated by

S = 1 +
bi

(1 + bi)

NeTe
(Neu +Net∆)Ti

� 1 (57)

by neglecting ω∗e and ω∗pi, and adopting the Padé approximation 1−Γ0 ' bi/(1+bi). At

marginal stability, the real frequency of KBI is ωr = ω∗pi/2, thus the KBI propagates in

the ion diamagnetic drift direction, which is westward for ion pressure gradient pointing

earthward, consistent with observations [Chen et al., 2003]. The critical β is given by

βc ' SβMHD
c +

ω2
∗piRcLp

4(1 + bi)V
2
A

, (58)

where Rc is the radius of the magnetic field curvature and Lp is the pressure gradient

scale length, and βMHD
c = k2

‖RcLp is the ballooning instability threshold based on the

MHD theory. Note that based on the magnetic field and plasma parameters observed by

AMPTE/CCE at X = −8.8RE near midnight equator: B = 10nT, Te/Ti = 0.5, bi = 0.5,

we estimate that S ' 102− 103 and βMHD
c ∼ 0.1 at equator [Cheng and Qian, 1994; Lee,

1999a], then βc ' SβMHD
c ∼ 10 − 102, which is consistent with the AMPTE/CCE

observation of βeq > 50 when the low frequency was excited [Lui et al., 1992; Lui,

1996]. However, based on the full ideal MHD model the numerical ballooning stability

calculations for the growth phase equilibrium (presented in Section 4.3) show that the

MHD ballooning modes are unstable (ω2 < 0) for field lines crossing the equator in

the tail region with about X < −6RE as shown in Fig. 13. Taking into account of

the kinetic effects of finite ion gyroradii and trapped electron dynamics, weaker MHD

ballooning instabilities in the tail region for X < −10RE will probably be stabilized.

Therefore, we expect that the kinetic ballooning mode will be unstable for the growth

phase equilibrium and its amplitude will be localized in the strong cross-tail current sheet

region.

Because the ion magnetic drift is in the same direction as the ion diamagnetic

pressure gradient drift, it is possible that the wave-ion magnetic drift resonance with
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ω ∼ ωdi can occur and modify the growth rate and critical β. To fully evaluate the effect

of wave-ion magnetic drift resonance, we need to retain ion nonadiabatic responses in

the perturbed density and pressures in the eigenmode equations. Numerical studies of

KBI have been performed for tokamaks previously [Cheng, 1982b, 1982a] and the results

indicated that the effect of the wave-ion magnetic drift resonance is to reduce βc by at

most 20% and the real frequency of KBI will increase to ω∗pi at critical β. We expect

the results for the magnetosphere will be qualitatively similar to the tokamak case and

the detailed numerical solutions will need to be carried out in the future.

Another consequence of the wave-ion magnetic drift resonance is that as the KBI

grows to a large amplitude with δB/B ≥ 0.3, ions resonating with the KBI can be

accelerated or decelerated depending on the wave phase. As a result the resonant

particle flux will increase or decrease near the duskward resonant ion magnetic drift

velocity. This can be clearly seen from the (ω − ωdi) resonance denominator in the

perturbed nonadiabatic ion distribution given in Eq. (50). Because ωr ' ω∗pi near

marginal stability, the wave-ion magnetic drift resonance will occur at the ion magnetic

drift velocity Vdi = Ti/(eBLpi), where Ti is the ion temperature, Lpi is the ion pressure

gradient scale length. Because |Vdi| ' E/(eBLB), where E is the ion energy and LB is

the magnetic gradient scale length, thus, ions with energy E ∼ Ti(LB/Lpi) will resonate

with the wave. Typically, LB/Lpi > 1 and we expect the ions with energy a few times

of its temperature will be in resonance with the KBI, consistent with the AMPTE/CCE

observations [Lui et al., 1992; Lui, 1996].

4.5. Summary of Substorm Onset mechanism

In this Section we have shown that based on the AMPTE/CCE observations a low

frequency instability is excited prior to substorm onset when βeq increases over 50 in

the near-Earth plasma sheet region at X ' −(8− 9)RE. The low frequency instability

grows exponentially and lead to substorm onset when its amplitude reaches δB/B > 0.3.
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The low frequency instability is interpreted as a ballooning instability. Based on the

ideal MHD model and realistic 3D magnetospheric equilibria for the substorm growth

phase, our numerical solutions show that the MHD ballooning modes are unstable for

the entire plasma sheet where βeq ≥ 1, but with the most unstable modes located in

the strong cross-tail current sheet region in the near-Earth plasma sheet, which maps

to the initial brightening location of the breakup arc in the ionosphere. However, the

MHD βeq threshold is too low in comparison with observations by AMPTE/CCE at

X ' −(8− 9)RE. The difficulty is mitigated by considering the kinetic effects of finite

ion gyroradii and trapped electron dynamics, which can greatly increase the stabilizing

effects of field line tension and thus enhance the βeq threshold [Cheng and Lui, 1998a].

The consequence is to reduce the equatorial region of the unstable ballooning modes

to the strong cross-tail current sheet region where the free energy associated with the

plasma pressure gradient and magnetic field curvature is maximum. Moreover, the kinetic

theory of ballooning modes predicts the correct mode frequency and provides a generation

mechanism for the parallel electric field, which is required to accelerate particles to

produce the substorm onset auroral brightening as observed in the ionosphere.

5. Dipolarization

In high βeq region, an efficient mechanism to cause magnetic field dipolarization is

via the reduction in plasma pressure. We will show that as a result of plasma transport

due to plasma turbulence, a small reduction of plasma pressure in the plasma sheet can

cause significant increase in the magnetic field intensity and thus dipolarize the magnetic

field.

From the AMPTE/CCE observations, we find that as the KBI grows to a large

amplitude with δB/B ≥ 0.3, the substorm is initiated in a localized region. At the current

disruption onset higher frequency instabilities (with wave periods 15 sec, 10, sec, 5 sec,

etc.) are also excited and they are identified as the cross-field current instability (CCI)
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[Lui, 1996] driven unstable by the velocity space free energy associated the enhanced

duskward ion drift fluxes during the current disruption phase. The KBI combines with

the higher frequency instabilities to form a strong turbulent state [Takahashi et al., 1987a;

Roux et al., 1991; Lui et al., 1992; Ohtani et al., 1995; Lui, 1996; Cheng and Lui, 1998a;

Erickson et al., 2000]. The turbulence expands in all directions (but more in the tailward

direction) perhaps due to the nonlinear growth of the KBI through out the expansion

phase.

During the expansion phase the current disruption and magnetic field dipolarization

occur in the plasma sheet. There are different ideas how the magnetic field dipolarization

occurs, such as the magnetic flux transport from the far tail by fast plasma earthward flow

[Angelopoulos et al., 1992, 1994; Nagai et al., 1998; Baumjohann et al., 1999; Miyashita

et al., 2000; Ieda et al., 2001]. Here, we present a mechanism based on the anomalously

fast plasma transport, which causes the plasma pressure profile to relax and the pressure

to reduce in the current disruption region as observed by AMPTE/CCE [Lui et al., 1992].

Because the plasma βeq is much larger than unity in the current disruption region, a small

reduction in the plasma pressure can cause a large increase in the magnetic field intensity,

as will be shown below.

To determine how the plasma sheet ambient magnetic field changes during the

expansion phase, we make use of the observations that the plasma and fields are in

a turbulent state with the dominant fluctuation time scales ranging from a few seconds

to about 100 seconds, and the fluctuation wavelengths are less than the ambient magnetic

field and pressure scale lengths. Moreover, we make use of the observational fact that the

plasma flow energy, ρ|V|2 is less than the magnetic and plasma thermal energy. Then, by

averaging the momentum equation over the short temporal and spatial scales associated

with these fluctuations, we obtain the quasi-static equilibrium equation for the ambient

quantities

〈J〉 × 〈B〉 −∇〈P 〉 ' 0, (59)
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where 〈P 〉 indicates the average of P, and the quadratic terms in the perturbed quantities

are assumed to be smaller. Then, using 〈J〉 = ∇× 〈B〉, we have

∇〈P +
B2

2
〉 ' 〈κ〉〈B2〉, (60)

Near equator, as the ambient magnetic field becomes dipolarize, 〈B〉 increases but the

field curvature 〈κ〉 decreases such that 〈κ〉〈B2〉 remains relatively unchanged. Then, to

a good approximation we have ∂〈P + B2

2
〉/∂t ' 0 and 〈P + B2

2
〉 remains approximately

constant during the expansion phase. Thus, a reduction in 〈P 〉 can cause 〈B〉 to increase

by a factor of
√

1 + βδ, where δ is the fraction of reduction in 〈P 〉. In the β � 1 equatorial

region, say β = 50, a fractional reduction of δ = 0.1 in 〈P 〉 will cause 〈B〉 to increase by

a factor of
√

6. This estimate is consistent with the AMPTE/CCE observations shown in

Fig. 12(d). Therefore, if the strong turbulence causes plasma transport and reduces the

mean plasma pressure and modifies its profile, then the ambient magnetic field recovers

from a tail-like geometry to a dipole-like geometry. Associated with the dipolarization,

an enhanced duskward electric field is produced, which causes dispersionless energetic

particle injections observed by geosynchronous satellites [e.g., Zaharia et al., 2000].

It is emphasize that the magnetic field dipolarization process proposed above works

only for βeq � 1 region. For βeq ≤ 1 region, it would require the transport of magnetic

flux via processes such as magnetic reconnection to cause a significant magnetic field

dipolarization in the near-Earth plasma sheet region. However, there are tremendous

difficulties from the theoretical standpoints for magnetic reconnection to play a direct

role in causing the substorm onset and subsequent dipolarization as will be discussed in

the next Section.

6. Magnetic Reconnection and Substorm

An alternative idea in the space plasma physics community regarding the mechanism

responsible for the substorm onset and subsequent magnetic field dipolarization in the
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plasma sheet is based on the concept of magnetic reconnection [Sweet, 1958; Parker, 1963;

Petschek, 1964]. There are two elements in the magnetic reconnection process [Kulsrud,

1998]: one is the change of magnetic field topology, and the other is the rate of energy

conversion from magnetic field energy to plasma thermal and flow energies. The study of

the physical process of magnetic reconnection is still an intensively ongoing activity in the

plasma physics community. Some critical issues of magnetic reconnection are still being

pursued: how current sheets form and what the current sheet topology is; how magnetic

field reconnects in a 3D sheared magnetic field; what causes reconnection (external force

or internal waves or instabilities); what the reconnection rate is; whether reconnection

processes are steady or spontaneous; and how electrons and ions gain energy; etc.

Despite insufficient understanding of these time-dependent magnetic reconnection

physics in 3D geometries, there have been attempts to propose the magnetic reconnection

as the substorm onset and expansion phase mechanism. In particular, the near-earth

neutral line model [e.g., McPherron et al., 1973; Nagai and Kamide, 1995; Baker et al.,

1996; Shiokawa et al., 1998], which has gained popularity, postulates that the substorm

expansion phase is caused by magnetic reconnection in the near-earth plasma sheet at

X > −(15 − 20)RE. The near-Earth neutral line model is based on the scenario that

the plasma and magnetic field are pinched by oppositely directed flows from north and

south to form a current sheet in the equatorial near-Earth plasma sheet region. As

magnetic reconnection occurs via plasma dissipation, both earthward and tailward flows

are generated to transport plasma and magnetic flux. In particular, the earthward

flow is expected to carry sufficient magnetic flux to dipolarize the magnetic field in

the near-Earth plasma sheet region. In order for magnetic reconnection to be a viable

mechanism for the substorm onset, expansion and magnetic field dipolarization, several

serious difficulties of the near-Earth neutral line model associated with both observational

and theoretical constraints must be addressed. In the following we discuss a few of these

difficulties.
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First, the effort by MHD simulations to find out whether magnetic reconnection

can occur in the near-Earth plasma sheet region has been carried out. It is a common

conclusion that under normal solar wind and IMF conditions observed during substorms

magnetic reconnection does not occur in the near-earth plasma sheet region of X >

−15RE. Even when magnetic reconnection occurs in the near-Earth plasma sheet

under unrealistic solar wind and IMF conditions employed in the MHD simulations,

the reconnection region is quite broad (> 3 hours in local time and > 3RE in radial

direction) in the equatorial region [Ogino and Walker, 1998; Tanaka, 2000]. This is

inconsistent with the observation that the substorm onset is initiated in a small localized

region of less than 1RE wide in the equatorial plane at x ∼ −10RE around midnight,

which corresponds to a localized initial aurora brightening region of less than a few

degrees wide in longitude and less than one degree wide in latitude in the ionosphere.

On the other hand, it is natural for us to expect that the kinetic ballooning instability

will be initiated in a localized region in the near-Earth plasma sheet where the plasma

βeq is large, plasma pressure gradient and magnetic field curvature are strong so that

the instability driving free energy is maximized. Although recent observations from

CLUSTER satellites have identified the X-line feature of magnetic field at X ' −18RE,

the timing of the formation of the X-line is usually different from the substorm onset

time [e.g., Baker et al., 2002]. If such an X-line magnetic field configuration is formed

during the growth phase, the associated magnetic reconnection can perhaps cause an

enhanced earthward plasma convection usually observed during the late growth phase.

The enhanced earthward plasma convection can be responsible for the plasma pressure

buildup and strong cross-tail current sheet formation before substorm onset. If the X-line

field configuration is formed during the substorm expansion phase, it can be attributed to

be a consequence of the plasma transport process associated with the plasma turbulence

during the current disruption.

Secondly, the AMPTE/CCE observation of magnetic field data during substorms
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has clearly identified a low frequency instability which is excited before substorm onset

and continues to evolve and together with higher frequency fluctuations develop into a

strong plasma turbulence during the expansion phase. There is no physical explanation

of the low frequency instability and the turbulence based on the near-Earth neutral line

reconnection model. On the other hand, the low frequency instability can be naturally

explained in terms of the kinetic ballooning instability which requires kinetic effects of

finite ion Larmor radii and trapped electron dynamics to properly understand the high

threshold of βeq (≥ 50), the observed wave frequency and growth rate, and the associated

parallel electric field that is required to accelerate particle into and out of the auroral

ionosphere.

Thirdly, it is required that the magnetic reconnection process in the near-earth

plasma sheet region must produce observable high speed earthward plasma flows

perpendicular to the field lines before and during the substorm expansion phase. It

relies on the earthward flow to carry plasma and magnetic flux to cause magnetic field

dipolarization in the near-Earth plasma sheet region. The near-Earth neutral line model

advocates have been arguing that the existence of high speed flows is manifested by the

bursty bulk flows (BBF) [e.g., Angelopoulos et al., 1992]. However, more recent analysis

of the GEOTAIL data has indicated that there is no statistically favorable evidence of

large perpendicular earthward flows within 25RE from the Earth in the night side [Lui

et al., 1998; Miyashita et al., 2000] prior to substorm onset. Moreover, recent detailed

data analysis indicates that earthward flows are mostly related to field-aligned ion beams.

More recently, based on the Geotail observations the low frequency flow oscillations in

the Pi 2 range are found to be related to MHD perturbations [Shiokawa et al., 2003].

Based on the above discussions, it is unlikely that reconnection will be the direct

driver of the substorm onset. However, magnetic reconnection can be an effective means

in the storage of energy in the plasma sheet during the growth phase if the reconnection

occurs beyond X ' −15RE in the magnetotail. It can also provide a channel to release
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plasma energy in the far tail in the substorm expansion phase as evidenced by the

poleward expansion of the polar cap (open-closed field line) boundary in the ionosphere

in the late expansion phase [Voronkov et al., 2003]. Figure 17.

7. Summary and Discussion

In this paper we have proposed a substorm scenario and the corresponding physical

processes of substorm growth phase, onset, and dipolarization in the expansion phase

based on observations and theories. Fig. 17 summarizes the substorm scenario. The

physical processes are demonstrated by the numerical solutions of 3D magnetospheric

equilibria for the substorm growth phase and MHD ballooning instabilities as well as

the analytical theories of kinetic ballooning modes and magnetic field dipolarization.

Moreover, these numerical solutions and analytical theories are shown to be consistent

with ground-based and satellite observations of substorms in the ionosphere and the

plasma sheet.

During the substorm growth phase the plasma pressure in the equatorial region of the

plasma sheet increases on a time scale of tens of minutes due to enhanced convection and

βeq increases from O(1) to 10 - 20 in the near-Earth plasma sheet region. plasma pressure

and its gradient are continued to increase over the quiet-time values in the plasma sheet.

Toward the end of the growth phase at approximately 2-3 minutes before the current

disruption onset, a strong cross-tail current sheet is formed in the near-Earth plasma

sheet region (∼ 7 − 12RE), where a local magnetic well is formed, βeq reaches a local

maximum with value larger than 50 and the cross-tail current density is enhanced to over

10 nA/m2. This current sheet region maps to the transition region between the regions

of the region-1 and the region-2 currents in the ionosphere. Based on the ionospheric

observations this transition region coincides with the intense proton precipitation region,

which is located near the equatorward edge of the soft electron precipitation (or electron

aurora) observed during the late growth phase.
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Based on the AMPTE/CCE observations, a low frequency instability with period

of about 50 − 75 seconds is excited at about 2-3 minutes before the current disruption

onset in the strong current sheet region, grows exponentially to a large amplitude with

δB/B > 0.3, and initiates the substorm onset. The low frequency instability is explained

in terms of the kinetic ballooning instability, which can be driven unstable in the

enhanced cross-tail current sheet region due to high βeq, pressure gradient and enhanced

tail-like magnetic field curvature. Based on the ideal MHD model, the βeq threshold

for the ballooning instability is about unity. Numerical solutions of the ballooning

instability based on the growth phase magnetospheric equilibria show that the most

unstable ballooning instabilities are located in the tailward side of the strong cross-tail

current sheet region, whose field lines map to the transition region between the region-1

and region-2 currents in the ionosphere, which is consistent with the observed initial

brightening location of the breakup arc in the intense proton precipitation region.

However, the βeq threshold obtained from the ideal MHD ballooning mode stability

calculationsis much smaller than the typical βeq values observed in the near-Earth plasma

sheet region. Observations show that during most of the growth phase βeq < 50 and the

magnetic fields are quiet without noticeable fluctuations [Lui et al., 1992], and the low

frequency instability was observed in the enhanced cross-tail current sheet region only

near the end of the growth phase when βeq > 50 [Cheng and Lui, 1998a]. Moreover, the

ideal MHD model would predict purely growing ballooning instabilities, and thus can not

explain the observed frequency of the instability. Another fundamental difficulty of the

ideal MHD model is that there is no parallel electric field, and thus the unstable MHD

ballooning mode does not accelerate particles to produce the substorm onset auroral

brightening observed in the ionosphere. However, even with these inconsistencies with

observations, the ideal MHD model provides the valuable information that the most

unstable ballooning instability and the maximum free energy associated with the plasma

pressure gradient and magnetic field curvature are located in the strong cross-tail current
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sheet region. To mitigate these difficulties arising from the ideal MHD model, we need

to consider the particle kinetic effects. As was shown previously [Cheng and Lui, 1998a],

the kinetic effects of ion gyroradii and trapped electron dynamics give rise to a large

parallel electric field and hence a parallel current that greatly enhances the stabilizing

effect of field line tension. Thus, the βeq threshold for ballooning instability is enhanced

to a value of ≥ 50 consistent with observations. As a consequence, the region for unstable

ballooning modes is reduced to the strong cross-tail current sheet region, where the free

energy for the ballooning instability is maximum.

As KBI grows to a large amplitude, the wave-ion resonance with ω − ωdi = 0

produces a perturbed ion distribution centered at a duskward velocity roughly equal

to the average ion magnetic drift velocity. This perturbed ion distribution explains

the enhanced duskward ion flux during the explosive growth phase, and provides the

velocity space free energy to excite higher frequency instabilities (such as the cross-field

current instability). As these low and high frequency instabilities grow, a strong plasma

turbulence is developed fully to yield large plasma transport (possibly via diffusion,

convection as well as magnetic reconnection) and heating. In a few minutes the average

plasma pressure profile (averaged over the fast fluctuation time and space scales) is

relaxed by the plasma transport and the averaged pressure in the cross-tail current sheet

is reduced by about 10% so that the magnetic field intensity increases by more than a

factor of 2, and the ambient magnetic field recovers from a tail-like geometry to a more

dipole-like geometry.

In Summary, the substorm is the major energy regulating process in the

magnetosphere (particularly in the plasma sheet) and the ionosphere, and significant

progress has been made in both observations and theories. Although the theoretical

progress in understanding of the substorm dynamics has been achieved, quantitative

comparisons of theories and simulations with observations have not yielded satisfactory

results. This is mainly because detailed theoretical calculations and realistic numerical
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simulations including kinetic physics for understanding the substorm processes in 3D

geometries have not yet been performed. Moreover, observations with multiple point

measurements also need to be carried out in order to provide unambiguous physical

pictures of substorms.
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Figure Captions

Figure 1. Ground based data for the February 19, 1996 substorm event: Merged GILL and

RANK MSP data for emissions of the spectral lines (a) 486.1 nm, (b) 557.7 nm, (c) 630.0

nm, and (d) the X-component of the magnetic field at Churchill line. The PACE latitudes of

the Churchill line magnetometers are shown in brackets. The time labels for the vertical lines

indicate that t1 is the beginning of the growth phase, t2 is the start of pseudo-breakup, t3

is the recovery of the local substorm and the beginning of the second growth phase, t4 is the

breakup onset, t5 is the full substorm onset, and t6 is the poleward boundary intensification at

the substorm recovery phase. The figure was published in Voronkov et al. [2003] as Figure 3.
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Figure 2. Field lines in a constant ψ surface of a three-dimensional magnetospheric equilibrium.

The three orthogonal vectors used for the decomposition of the displacement vector and

perturbed magnetic field are shown. The figure was published in Cheng [2003] as Figure 1.
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Figure 3. (a) Profiles of P , B and β along the Sun-Earth axis for the quiet-time case; and

(b) Magnetic field lines; (c) Constant Jφ (solid) in the unit of nA/m2 and ψ (dotted) contours;

and (d) Constant β (solid) and ψ (dotted) contours in the noon-midnight meridian plane.
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Figure 4. For the quiet-time state: (a) Ionospheric J‖ (in µA/m2); (b) Equatorial plane

contours of P (nPa) (thick solid lines), V (dashed) and ψ (dotted), over a color plot of Jφ (in

nA/m2); also shown are ∇P and ∇V at two points mapping into regions of opposite J‖ in the

ionosphere.
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Figure 5. (a) Profiles of P , B and β along the Sun-Earth axis for the growth phase (solid)

and quiet-time (dashed); For the growth phase, plots in the noon-midnight meridian plane of

: (b) Equilibrium magnetic field lines; (c) Magnetic field lines of T-96 model (for comparison

purpose); (d) Constant Jφ (solid) and ψ (dotted) contours; (e) Constant β (solid) and ψ (dotted)

contours. A part of the figures was published in Zaharia and Cheng [2003] as Fig. 2.
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Figure 6. For the growth phase: (a) Ionospheric J‖; (b) Equatorial plane P (nPa) contours

(thick solid lines), V (dashed) and ψ (dotted), over a color plot of Jφ; the thin solid contour

shows the region inside which Jφ > 0.5 Jφmax; also shown are ∇P and ∇V at three locations.

The figure was published in Zaharia and Cheng [2003] as Fig. 3.
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Figure 7. Three components of magnetic field measured by AMPTE/CCE at high time

resolution for the June 1, 1985 substorm event. The figure was published in Lui et al. [1992] as

Figure 4.



84

Figure 8. The power spectrogram of the V component of the perturbed magnetic field using

wavelet analysis for the June 1, 1985 substorm event. The figure was published in Lui and

Najmi [1997] as Plate 2.
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Figure 10. Three components of magnetic field measured by AMPTE/CCE at high time

resolution for the August 28, 1986 substorm event.
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Figure 11. Three components of the low frequency perturbed magnetic field for the August

28, 1986 substorm event. The figure was published in Cheng and Lui [1998a] as Figure 1.
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Figure 12. The three-minute averages of the perpendicular and parallel components of the

electron and proton and total plasma pressures, and β = (P⊥ + P‖)/B2 measured by the

AMPTE/CCE satellite for the June 1, 1985 substorm event. The figure was published in Lui

et al. [1992] as Figure 4.
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Figure 13. The square of frequency (in (mHz)2) of ballooning modes is shown in color in

the equatorial plane for the growth phase equilibrium with the full MHD model. The contours

of the azimuthal current density (in nA/m2) are also plotted to show the location of the most

unstable region relative to the strong cross-tail current region. The figure is from Figure 1 of

Cheng and Zaharia [2003b].
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Figure 14. The contours of the square of frequency (in (mHz)2) of ballooning modes are

plotted over the northern polar ionosphere for the growth phase equilibrium with the full MHD

model. The field-aligned current density is also shown in color to show that the most unstable

ballooning instability region is located at the transition region between the region-1 and region-2

currents. The figure is from Figure 2 of Cheng and Zaharia [2003b].
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Figure 15. The square of frequency (in (mHz)2) of ballooning modes is plotted in the

equatorial plane for the growth phase equilibrium with the Lee-Wolf model of compressibility.

The figure is from Figure 3 of Cheng and Zaharia [2003b].
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Figure 16. The square of frequency (in (mHz)2) of ballooning modes is plotted over the

equatorial plane for the growth phase equilibrium with the fast-MHD model of compressibility.

The figure is from Figure 4 of Cheng and Zaharia [2003b].
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