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Gas Puff Imaging (GPI) experiments are designed to isolate the structure of plasma turbulence in the plane perpendicular
to the magnetic field. Three-dimensional aspects of this diagnostic technique as used on the National Spherical Torus
eXperiment (NSTX) are examined via Monte Carlo neutral transport simulations. The radial width of the simulated GPI
images are in rough agreement with observations. However, the simulated emission clouds are angled approximately
15◦ with respect to the experimental images. The simulations indicate that the finite extent of the gas puff along the
viewing direction does not significantly degrade the radial resolution of the diagnostic. These simulations also yield
effective neutral density data that can be used in an approximate attempt to infer 2-D electron density and temperature
profiles from the experimental images.

Copyright line will be provided by the publisher

1 Introduction

The gas puff imaging (GPI) diagnostic [1, 2] is designed to provide high time resolution two-dimensional (2-D) data on
plasma turbulence for comparison with three-dimensional (3-D) nonlinear plasma simulation codes, reduced theoretical
turbulence models, and direct probe measurements of the turbulence. The technique consists of recording with high
temporal and spatial resolution [1] light generated by neutral atoms puffed into the edge of the plasma.

The geometry used in the implementation of GPI on the National Spherical Torus Experiment (NSTX) [3] is designed
to optimize the quality of the experimental data. However, the 3-D nature of the arrangement complicates interpretation
of these experiments. Three-dimensional extensions of earlier DEGAS 2 [4] Monte Carlo neutral transport simulations
of GPI experiments [2, 5] can aid in this task, e.g., by providing a quantitative assessment of the resolution of the
diagnostic. Such simulations are described in Sec. 2. They are compared with experimental data in Sec. 3. An estimate
of the diagnostic resolution is given in Sec. 4. Finally, in Sec. 5 we describe an approach to using these simulations to
infer 2-D time-dependent plasma profiles from the GPI data. These plasma profiles can in turn be fed into a theory of
blob transport [6, 7, 8], yielding predictions for the movement of coherent turbulent structures that can be quantitatively
compared with observations.

2 Description of simulations

The helium gas puff in the NSTX GPI experiments [1] is produced by 30 holes in a 0.3 m straight tube tilted nearly
perpendicular to the local magnetic field; the ideal result is a sheet of neutral gas entering the plasma. The camera
viewing the 587.6 nm neutral helium emission line generated as this gas flows into the turbulent plasma is oriented
perpendicular to this sheet (i.e., parallel to the magnetic field). The key assumption behind this arrangement, supported
by extensive observations and theory [2], is that the plasma turbulence is extended along a field line, with much shorter
scale lengths in the perpendicular directions.

The NSTX geometry used in DEGAS 2 begins with a simple outline of the vacuum vessel, including passive sta-
bilizing plates. A 2-D plasma mesh based on an EFIT [9] equilibrium computed for the shot and time of interest is
established using the DG [10] and CARRE [11] packages . The volume between the plasma mesh and the material
surfaces is broken up into triangles [12]. The mesh zones in the emission region have linear dimensions on the order of
a few millimeters.
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The geometry is divided into 3-D sections by planes of constant toroidal angle. The width of these sections is
smallest,0.5◦ to 1.0◦, at the location of the gas puff and wider near the boundaries of the problem,45◦ to either side of
the manifold. The 3-D object representing the manifold is a vertical rectangle in the poloidal plane that is swept through
an angle of6◦ in the toroidal direction. The gas puff sources are specified along a line on the plasma-facing surface of
this object that roughly mimics the 3-D shape of the actual gas manifold. To limit the computational size of the problem,
only the volume betweenR ' 1.1 to 1.7 m andZ ' −0.2 to 0.6 m is treated.

The 81 by 161 pixel 2-D view provided by the GPI camera is simulated directly in DEGAS 2. The signal for each
pixel is computed by integrating along a chord passing through the problem space. The starting point for all chords is
the reentrant window through which the emission cloud is observed. We use data obtained from calibration of the GPI
diagnostic to get a second point for each chord. Namely, during a machine opening, a physical plate was attached to the
gas manifold and oriented perpendicular to the NSTX center stack. A measuring arm was used to physically locate on
this “target plane” points made by back-lighting the optical system [1]. These measurements yielded the 3-D locations of
the intersection of each chord with the target plane. The 0.4 cm resolution associated with each camera pixel is mocked
up by treating each simulated chord as a cone of angular half-width0.16◦ at the target plane.

Instantaneous midplane radial profiles of the plasma density and temperature are provided by a Thomson scattering
system. The data are mapped onto the DEGAS 2 mesh by assuming that the electron and ion density and temperature
are constant on a flux surface withni = ne andTi = Te. In the triangulated region of the computational mesh, the radial
coordinate is estimated as the physical distance between the zone center and the nearest zone of the flux surface-based
mesh. The simulations are time independent, suitable for comparison with time averaged GPI observations and with
quiescent cases.

The collisional-radiative model developed by Goto [13] is used to describe the excitation and ionization of the puffed
helium atoms. The metastable21S and23S states are not explicitly transported in these steady state simulations. Their
role in time dependent situations will be examined in a subsequent paper. Elastic collisions between the helium atoms
and the background deuterium ions are also included [14].

The emission rate of the 587.6 nm line (in m−3s−1) is computed by an expression equivalent to

S = n(11S)
n(33D)
n(11S)

A33D→23P ≡ n0F (ne, Te), (1)

wheren(11S) is the DEGAS 2 computed density of the electronic ground state atom; for notational simplicity, we
will refer to this asn0. The ratio of the density of the upper state of the 587.6 nm transition to the ground state density,
n(33D)/n(11S), is provided by the collisional radiative model [13]. Its functional dependence onne andTe, is described
in [1] and [2]. The rate of spontaneous decay (Einstein coefficient) for the transitionA33D→23P = 7.1 × 107 s−1. For
convenience, we combine it and the density ratio into a single function,F (ne, Te).

3 Comparison with Experiment

DEGAS 2 simulations have been performed of discharges 108311 (H-mode) and 108322 (L-mode); details of these
discharges are in [2]. In both cases, the Thomson scattering data and EFIT equilibria closest in time to the GPI camera
exposure have been used. The simulated camera images are shown in Figs. 1(a) and (b). The color map has been adjusted
in both cases so that the cyan band is centered about half of the peak value.

The arrows in Fig. 1 indicate the physical radial and vertical directions. The core plasma is in the lower left of Fig. 1;
the gas manifold is at the upper right. The imaged area is about 0.16 m wide and 0.32 m tall. As an additional orientation
aid, note that the simulated contours align with constantne andTe contours (i.e., flux surfaces) rather well. In physical
space, the emission cloud is about 0.2 m above midplane; the flux surfaces there are10◦ to 15◦ away from vertical.

The set of overlaid contours represents the corresponding GPI data. Since the Thomson scattering plasma data used
in the DEGAS 2 simulations do not correspond to a particular GPI frame, we compare with a suitably averaged frame. A
simple average of the available 28 frames is influenced noticeably by the passing of transient blobs [6, 7, 8]; we instead
take the median over the 28 frames, reducing the impact of the blobs. The level of the middle of the three contours is
half of the maximum.

The half-widths of the simulated emission clouds are 5 cm (108311) and 3 cm (108322). The range of observed
widths found from the median and single frame images is 3 – 4 cm in 108311 and 3 – 5 cm in 108322. The level of
agreement is noticeably better than that obtained with the earlier 2-D simulations [2, 15].

The experimental contours in Figs. 1 are angled roughly15◦ with respect to the simulated images and, hence, with
respect to flux surfaces and constant plasma contours. The apparent discrepancy between the emission cloud and sepa-
ratrix positions has been noted previously [2]. A perusal of quiescent GPI data sets yields shot-to-shot variations in the
observed emission cloud orientation of20◦. An examination of the EFIT equilibria from the discharges at the extremes
of this range shows flux surface inclinations varying by only1 – 2◦, again indicating that the emission is not aligned
with the flux surfaces. Since the GPI hardware has not been moved between these shots, the geometric calibration of the
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Fig. 1 Simulated (color images) and observed (line contours) camera data for NSTX shots 108311 (a) and 108322 (b). The experi-
mental data are not absolutely calibrated. The simulations assume an experimentally relevant source rate of6 × 1020 atoms / s [2].
The arrows in (a) indicate the directions of increasing major radiusR and height above midplaneZ.

diagnostic is not likely to blame for the discrepancy. Potential explanations include plasma parameters varying on flux
surfaces and / or magnetic equilibrium shapes differing from those predicted by EFIT.

4 Radial Resolution Estimate

The radial resolution of the GPI diagnostic was previously estimated to be2± 1 cm [1, 2] based on the observed width
of the emission cloud along field lines and the degree of alignment between the camera viewing direction and the actual
magnetic field lines. The effect of the latter on poloidal resolution was estimated to be0.5 – 2 cm.

The 3-D DEGAS 2 simulations allow these estimates to be made more quantitative. We examine here only the impact
of the toroidal extent of the emission cloud. The plasma current and magnetic field for shot 108322 areIp = 0.92 MA
andBT = 0.35 T, roughly equal to the values assumed in the design of the GPI diagnostic,Ip = 0.9 MA, BT = 0.35 T
[1]. Hence, a different shot would have to be used to estimate the impact of field line misalignment on resolution; this
will be addressed in a subsequent paper.

The width of the emission cloud along a field line can be quantified by taking 2-D slices through the simulated 3-D
data that are aligned with the camera views. The resulting FWHM is 25 cm in the simulation of shot 108322 and 20 cm
for shot 108311. Both values are in good agreement with the observed width of 24 cm [1].

We estimate the combined effect of the toroidally extended cloud and field line curvature on resolution by imposing
a “tracer” perturbation on the plasma density. First, a single cell, about 0.7 cm wide and about 1 cm tall, is chosen
from the 2-D poloidal mesh near the peak of the emission cloud. The toroidal discretization of the DEGAS 2 mesh for
this run is then set up specifically to facilitate the definition of a field-line-following perturbation passing through this
cell. Namely, the local magnetic field pitch is used to compute the change in toroidal angle associated with incremental
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poloidal steps along the 2-D mesh on either side of the initial cell. When the plasma data are specified for this run,ne is
doubled everywhere along this path.
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Fig. 2 Calculated emission rate in a 2-D slice aligned with the camera
view at the vertical pixel corresponding to the location of the field-line-
following ne perturbation. The horizontal axis corresponds to the “hor-
izontal pixel” direction in Fig. 1. The vertical axis represents distance
along the viewing chord. The origin is chosen somewhat arbitrarily. In
the plot coordinates, the camera is located at(1.56,−0.59). The yellow,
orange, and red dashed line is the emission associated with the perturba-
tion.
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Fig. 3 Percent difference between camera im-
ages obtained with and without [Fig. 1(b)] a
field-line-followingne perturbation. The color
map has been adjusted so that white corre-
sponds to no difference between the two simu-
lated images.

The resulting change in the emission is clearly apparent on the camera-aligned slice through the 3-D emission rate
data as the dashed yellow, orange, and red line in Fig. 2. The plane of this slice is defined by the camera-viewing chord
that passes through the initial cell described above. The relatively long length of the track in this plane is indicative
of good alignment between the camera view and the path of the field line used to define the perturbation. The track is
dashed because of the discrete nature of the computational mesh. The width of this track in the direction perpendicular
to the viewing chord is about 1.6 cm, giving us a first measure of the radial resolution. However, the effective resolution
is likely smaller since the camera signal is integrated along each viewing chord.

A more quantitative value for the resolution can be obtained by considering the impact of the perturbation on the
camera image itself. The relative difference between the perturbed and unperturbed [Fig. 1(b)] camera images is shown
in Fig. 3. The curved shape of the positive contours is indicative of the field line shape as seen by the camera. The
negative values correspond to areas in the shadow [5] of the density perturbation relative to the gas manifold. The
physical widths of the half-maximum contour of Fig. 3 are 0.6 cm radially and 1.2 cm poloidally, virtually identical to
the dimensions of the initial cell in the poloidal plane. We conclude that the toroidal extent of the emission cloud does
not significantly degrade the radial resolution, at least in this simulation.

5 Effective Neutral Density

Neutral density information from the DEGAS 2 simulations provides, via Eq. (1), a means for inferring time varying
plasma profiles from the GPI data. The results can be used to directly characterize the plasma turbulence or to test
theories of blob motion [6, 7, 8]. In these models, the 2-D spatial profiles ofne andTe determine the electric field
and, hence, the~E × ~B motion of plasma blobs. The GPI diagnostic essentially yieldsS in Eq. (1). Since the function
F (ne, Te) is known, the equation can be inverted if we can getn0 from the DEGAS 2 simulations and we have some
means of relatingne to Te [i.e., we know the functionne(Te)].
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This process is complicated by the fact that the camera signal for pixeli is effectively a line integral of Eq. (1) along
the viewing chord associated with that pixel,

I(i) =
∫

i

dl

4π
F (~x)n0(~x). (2)

For brevity, we usei to represent one of the 2-D array of camera pixels. We get from the GPI diagnostic the emission rate
as a function ofi, yet we would like to find the corresponding plasma parameters as a function of~x. The only connection
we have between the two spaces is the target plane (Sec. 2), where we know~xi, the point at which it is crossed by chord
i. So, the best result we can obtain isne(~xi) andTe(~xi). To get at these values, we will consequently need to infer
F{ne(~xi), Te[ne(~xi)]} from the experimental and simulation results.

Since the camera views are aligned with the magnetic field and the plasma perturbations are constant on field lines,
F should be nearly constant along the line integral. We approximate its value asF (~xi). Then, Eq. (2) becomes

I(i) ' F (~xi)
∫

i

dl

4π
n0(~x). (3)

This expression suggests using

n0,eff ≡
∫

i

dl

4π
n0(~x) ' I(i)/F (~xi). (4)

The GPI data are not absolutely calibrated, so the simulated image needs to be normalized to the experimental data.
Ideally, we would compute the required scaling factor by running DEGAS 2 with plasma profiles that correspond to
an observedI(i) image. However, we only have the single time point Thomson scattering profiles (Sec. 2). Assume
that we have found some process (e.g., taking the median in time) that yields an experimental image consistent with the
assumptions in the DEGAS 2 simulation. The needed scaling factor is just

α ≡ Ie(i)/Is(i), (5)

where the subscript e (s) refers to “experimental” (“simulation”) data. To be useful,α must be a constant or only slightly
varying withi.

Equation 4 can then be inverted for each framek from the GPI camera,Ie(i; tk),

F (~xi; tk) =
1
α

Ie(i; tk)
n0,eff

. (6)

This approach assumes that the transient passage of blobs does not significantly modifyn0,eff and that the approximation
in Eq. (4) is good.

Evaluations of Eq. (3) for shots 108311 and 108322 indicate, however, that the approximation made in Eq. (3) is not
satisfactory, with an error of a factor a few that varies withi. A more accurate effective neutral density can be obtained
by breaking Eq. (2) into two pieces,

I(i) =
∫

i;l∈l0

dl

4π
F (~x)n0(~x) +

∫
i;l 6∈l0

dl

4π
F (~x)n0(~x), (7)

wherel0 represents a portion of the chord within a specified distance of the target plane. We assume that the first integral
is much larger than the second and define an average value ofF ,

〈F 〉(i) ≡
∫

i;l∈l0
dlF (~x)n0(~x)/4π∫

i;l∈l0
dln0(~x)/4π

. (8)

A corresponding effective neutral density would then be

n′0,eff ≡ I(i)/〈F 〉(i). (9)

For sufficiently smalll0, 〈F 〉 ' F (~xi) and the procedure described above for inverting the experimentalI(i; t) to obtain
time-varyingne profiles in the target plane still applies. Equation (9) does a better job of accounting for contributions to
the integral away from the target plane than Eq. (3).

The value ofl0 must be large enough to encompass several computational zones to yield a spatially smoothn′0,eff .
The spatially noisy profiles obtained with smallerl0 would hinder the attempt to inferne profiles from the experimental
I(i; t). However, ifl0 is too large,〈F 〉 no longer corresponds toF (~xi), and we cannot associate the inferred plasma
data with the values at the target plane. In fact, note that Eqs. (4) and (9) are equivalent in the limitl0 →∞.

The differences between simulated and observed emission clouds noted in Sec. 2 are currently large enough that the
above considerations are secondary. The DEGAS 2 neutral densities must be shifted and rotated to achieve a satisfactory
alignment between simulated and observed emission. In this case, Eqs. (4) and (9) work equally well.
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