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#### Abstract

A computational study of resistive drift waves in the edge plasma of a stellarator with an helical magnetic axis is presented. Three coupled field equations, describing the collisional drift wave dynamics in the linear approximation, are solved as an initial-value problem along the magnetic field line. The magnetohydrodynamic equilibrium is obtained from a three-dimensional local equilibrium model. The use of a local magnetohydrodynamic equilibrium model allows for a computationally-efficient systematic study of the impact of the magnetic field structure on drift wave stability.


Pacs: $52.35 \mathrm{Kt}, 52.30 \mathrm{Jb}, 52.35 \mathrm{Ra}$

## 1. Introduction

There is growing evidence that slow, drift-type modes, known as drift waves, are responsible for a substantial part of the observed anomalous transport in tokamak and stellarator plasmas [1]. Drift waves represent a special class of gradient instabilities which are driven unstable by a source of free energy in the density and/or temperature gradients. In order to determine the linear properties of drift waves (and other drift-type modes satisfying $k_{\|} / k_{\perp} \ll 1$, where $k_{\| \mid}$and $k_{\perp}$ are the parallel and perpendicular wavevectors, respectively) in toroidal geometry, the model equations can be solved using the ballooning representation of Connor et al [2] as an eigenvalue [11] or as initial-value problem [10] for a set of representative field lines. Although some understanding of the drift wave dynamics can be gained using the so-called $i \delta$ model (for which the parameter $\delta$ is used as a tuning parameter for the drive of the instability), more realistic models usually require the solution of two or more coupled partial differential equations to be solved on a given field line. A natural approach for solving such systems of equations is to use an initial-value algorithm; this method also ensures that the fastest growing mode is (numerically) observed.

Although the topic of drift wave stability and dynamics in tokamak plasmas has been theoretically and numerically studied quite extensively, the study of low-frequency drift-type modes in stellarator geometry has received much less attention. One major reason for this state of affairs is that stellarator plasmas are inherently three-dimensional and usually require the use of sophisticated equilibrium codes to specify their magnetohydrodynamic (MHD) equilibria. As mentioned above, the most stringent linear stability considerations are usually based on the eikonal representation for perturbations; the problem is then reduced to an initial-value (or eigenvalue) problem along the magnetic field line; in general, the linear stability properties are studied one magnetic surface at a time. This observation is one motivation behind the three-dimensional local magnetohydrodynamic of Hegna [3]. Hegna's equilibrium model is particularly efficient for drift wave calculations as the MHD equilibrium is determined one surface at a time; this low-cost method allows us to study the effect of magnetic surface shaping (or parameterization) on drift wave stability. Although the initial parameterization of the magnetic surface in the local MHD equilibrium model can be quite general [see Eq.(6)], the main focus of this paper is a stellarator with an helical magnetic axis.

This paper is organized as follows; in section 2, the simplest self-consistent model equations governing resistive drift wave in a collisional plasma are presented. The characterization of the local MHD equilibrium is given in section 3 . Section 4 describes the numerical method used to solve the equations governing the two-field resistive model. Numerical results are presented in section 5, and conclusions are given in section 6

## 2. Resistive Drift Wave Model

We consider drift waves in a low-temperature, high-density edge plasma. In a typical edge plasma, the electron-ion collision frequency can be high enough to prevent the electrons from responding instantaneously to the perturbed electrostatic potential; as a result, the nonadiabatic electron response does not vanish and the background density gradient feeds the unstable drift mode. The most unstable modes are strongly elongated along the direction of the equilibrium magnetic field $\left(k_{\| \|} / k_{\perp} \ll 1\right)$ and it is convenient to use the eikonal representation for each fluctuating quantity $\widetilde{f}$
$\widetilde{f}=\widehat{f}(\bar{\theta}, t) \exp (i N \alpha)$,
where $N \gg 1$ is the toroidal mode number, $\alpha=\theta-\iota \zeta$ is the field line label, $\theta$ is the magnetic poloidal angle, $\zeta$ is the magnetic toroidal angle, $\iota$ is the rotational transform. Here $\widehat{f}(\bar{\theta}, t)$ is the amplitude which varies slowly with the extended poloidal angle, $\bar{\theta}$.

In a low- $\beta$, cold-ion plasma, the model equations governing resistive drift wave (see Appendix A
for details) are: the quasineutrality equation
$\frac{1}{\bar{B}^{2}} \frac{\partial \bar{\omega}}{\partial \bar{t}}=2 \xi \bar{B} L_{n} \nabla_{\|}\left(\frac{L_{n}}{\bar{B}} \nabla_{\|} \widetilde{g}\right)-2 \mathbf{Q} \cdot \frac{\widehat{\mathbf{b}} \times \rho_{\mathrm{s} 0} \nabla\left(\widetilde{n}+\widetilde{T}_{e}\right)}{\bar{B}}$,
the electron continuity equation
$\frac{\partial \widetilde{n}}{\partial \bar{t}}=\nabla \rho \cdot \frac{\widehat{\mathbf{b}} \times \rho_{\mathrm{s} 0} \boldsymbol{\nabla} \widetilde{\Phi}}{\bar{B}}-2 \mathbf{Q} \cdot \frac{\widehat{\mathbf{b}} \times \rho_{\mathrm{s} 0} \boldsymbol{\nabla}\left(\widetilde{h}+\widetilde{T}_{e}\right)}{\bar{B}}+2 \xi \bar{B} L_{n} \nabla_{\|}\left(\frac{L_{n}}{\bar{B}} \nabla_{\|} \widetilde{g}\right)$,
and the electron energy equation
$\frac{\partial \widetilde{T}_{e}}{\partial \bar{t}}=\eta_{e} \boldsymbol{\nabla} \rho \cdot \frac{\widehat{\mathbf{b}} \times \rho_{\mathrm{s} 0} \boldsymbol{\nabla} \widetilde{\Phi}}{\bar{B}}+2 \xi \bar{B} L_{n} \nabla_{\|}\left(\frac{L_{n} \nabla_{\|} \widetilde{\varphi}}{\bar{B}}\right)-\frac{4}{3} \mathbf{Q} \cdot \frac{\widehat{\mathbf{b}} \times \rho_{\mathrm{s} 0} \boldsymbol{\nabla} \widetilde{\psi}}{\bar{B}}$,
where $\bar{\omega}=\rho_{\mathrm{s} 0}{ }^{2} \nabla_{\perp}^{2} \widetilde{\Phi}$ and $\xi \equiv \omega_{\star} \tau_{e}\left(m_{i} / m_{e}\right) \gg 1$ is termed the collisional parameter; $\omega_{\star}=$ $\sqrt{T_{e} / m_{i}} / L_{n}$ is the drift frequency, $L_{n}$ is the density scalelength, $\mathbf{Q} \equiv L_{n} \boldsymbol{\nabla} B / B$ is related to the curvature of the magnetic field and $\rho_{\mathrm{s} 0}=\sqrt{T_{e} / m_{i}} /\left(e B_{0} / m_{i} c\right) ; \bar{B} \equiv B / B_{0}$ where $B_{0}$ is a magnetic field of reference (see next section); $\widetilde{g}=\widetilde{h}+\left(1+c_{1}\right) \widetilde{T}_{e}, \widetilde{\varphi}=\frac{2}{3}\left(1+c_{1}\right) \widetilde{g}+\frac{c_{2}}{3} \widetilde{T}_{e}$, $\widetilde{\psi}=\widetilde{h}+\frac{7}{2} \widetilde{T}_{e}$ and $\widetilde{h}=\widetilde{n}-\widetilde{\Phi}$ is the nonadiabatic response of the electrons. The thermoelectric coefficients $c_{1}$ and $c_{2}$ given by Braginskii are $c_{1}=0.71$ and $c_{2}=3.2$. The normalized time is $\bar{t}=\omega_{\star} t$ where $\omega_{\star}$ is the drift frequency. Here $\rho=\rho(\psi)$ is a radial coordinate satisfying $\mathbf{B} \cdot \nabla \rho=0$ which is defined in the next section. The normalized fluctuating fields in the above equations are given by $\left(\widetilde{\Phi}, \widetilde{n}, \widetilde{T}_{e}\right)=\left(e \Phi / T_{e 0}, \delta n / n_{0}, \delta T_{e} / T_{e 0}\right)$, where a subscript ' 0 ' denote an equilibrium quantity. The termms involving $\mathbf{Q}$ in Eqs.(2-4) arise because the divergence of the $\mathbf{E} \times \mathbf{B}$ drift velocity and the divergence of the electron diamagnetic flux do not vanish in a sheared $\mathbf{B}$ field. The first term on the right-hand side of Eq.(3) is the free energy, contained in the background density gradient, that drives the drift wave. As it is evident in Eqs.(2,3), the key parameter is the collisional parameter, $\xi$, which is inversely proportional to the collision frequency: in presence of collisions, the electrons cannot achieve perfect adiabicity along the field lines and the drift mode can become unstable. In practice, Eqs. $(2,3)$ are solved as an initial-value problem for the amplitudes $\widehat{\Phi}, \widehat{n}$ and $\widehat{T}_{e}$. The MHD equilibrium quantities that enter Eqs.(2-4) are determined in the next section.

## 3. Local magnetohydrodynamic equilibrium

The confining magnetic field is written in straight-field line coordinates
$\mathbf{B}=\boldsymbol{\nabla} \psi \times \nabla \alpha$,
where $\alpha \equiv \theta-\iota \zeta$ is the field line label, $\theta$ is the magnetic poloidal angle, $\zeta$ is the magnetic toroidal angle, $\iota$ is the rotational transform, and $\psi$ is related to the magnetic toroidal flux. Without loss of generality, one can specify the shape of the magnetic surface in terms of the cylindrical coordinates $(R, \phi, Z)$ as
$R=\sum_{m=0}^{M} \sum_{n=-N}^{N} R_{m n} \cos \left(\varphi_{m n}\right)$,
$\phi=-\zeta+\sum_{m=0}^{M} \sum_{n=-N}^{N} \phi_{m n} \sin \left(\varphi_{m n}\right)$,
$Z=\sum_{m=0}^{M} \sum_{n=-N}^{N} Z_{m n} \sin \left(\varphi_{m n}\right)$,
where $\varphi_{m n} \equiv m \theta+n N_{p} \zeta, N_{p}$ is the number of field periods, and the poloidal and toroidal Fourier mode numbers $M$ and $N$, as well as the amplitudes $\left\{R_{m n}, \phi_{m n}, Z_{m n}\right\}$, are free parameters. Using the parameterization (6) one can determine the covariant basis vectors $\mathbf{e}_{\theta}=\partial \mathbf{r} / \partial \theta$ and $\mathbf{e}_{\zeta}=\partial \mathbf{r} / \partial \zeta$, where $\mathbf{r}$ is the position vector, and the metric elements $g_{\theta \theta}=\mathbf{e}_{\theta} \cdot \mathbf{e}_{\theta}, g_{\theta \zeta}=\mathbf{e}_{\theta} \cdot \mathbf{e}_{\zeta}$ and $g_{\zeta \zeta}=\mathbf{e}_{\zeta} \cdot \mathbf{e}_{\zeta}$. It is convenient to define an orthonormal vector set $\{\widehat{\mathbf{b}}, \widehat{\mathbf{n}}, \widehat{\mathbf{g}}\}$ attached to the magnetic field lines
$\widehat{\mathbf{b}} \equiv \frac{\mathbf{B}}{B}=\frac{\mathbf{e}_{\eta}}{\left|\mathbf{e}_{\eta}\right|} \quad$ (parallel)
$\widehat{\mathbf{n}} \equiv \frac{\mathbf{e}_{\theta} \times \mathbf{e}_{\zeta}}{\left|\mathbf{e}_{\theta} \times \mathbf{e}_{\zeta}\right|} \quad$ (normal)
$\widehat{\mathbf{g}} \equiv \widehat{\mathbf{b}} \times \widehat{\mathbf{n}} \quad$ (geodesic)
where $\mathbf{e}_{\eta} \equiv \mathbf{e}_{\zeta}+\iota \mathbf{e}_{\theta}$. The vector set $\{\widehat{\mathbf{b}}, \widehat{\mathbf{n}}, \widehat{\mathbf{g}}\}$ can be determined from the parameterization (6). Finally, one can calculate important geometrical attributes of the confining $\mathbf{B}$ field such as the geodesic curvature, $\kappa_{g}=\widehat{\mathbf{g}} \cdot[(\widehat{\mathbf{b}} \cdot \nabla) \widehat{\mathbf{b}}]$, the normal curvature, $\kappa_{n}=\widehat{\mathbf{n}} \cdot[(\widehat{\mathbf{b}} \cdot \nabla) \widehat{\mathbf{b}}]$, and the normal torsion $\tau_{n}=$ $-\widehat{\mathbf{n}} \cdot[(\widehat{\mathbf{b}} \cdot \boldsymbol{\nabla}) \widehat{\mathbf{g}}]$. In order to determine the Jacobian of the transformation, $\mathcal{J}=[\boldsymbol{\nabla} \psi \cdot(\boldsymbol{\nabla} \theta \times \boldsymbol{\nabla} \zeta)]^{-1}=$ $\mathbf{e}_{\psi} \cdot\left(\mathbf{e}_{\theta} \times \mathbf{e}_{\zeta}\right)$, we demand that the normal current vanishes everywhere on the magnetic surface [3]; using Ampere's law, one then has $J_{n} \equiv \widehat{\mathbf{n}} \cdot \mathbf{J} \propto \boldsymbol{\nabla} \psi \cdot(\boldsymbol{\nabla} \times \mathbf{B}) \equiv 0$, or
$\frac{\partial}{\partial \theta}\left(\frac{F(\theta, \zeta)}{\partial}\right)=\frac{\partial}{\partial \zeta}\left(\frac{G(\theta, \zeta)}{\partial}\right)$,
where
$F(\theta, \zeta)=g_{\zeta \zeta}+\iota g_{\theta \zeta}$,
$G(\theta, \zeta)=g_{\theta \zeta}+\iota g_{\theta \theta}$.
Eq.(8) introduces the primary constraint on the choice $\mathbf{r}=\mathbf{r}(\theta, \zeta)$ [Eq.(6)]. Eq.(8) is termed the Jacobian constraint. Note that in the axisymmetric case, the Jacobian constraint admits the exact solution of
$\mathcal{J}=f(\psi) F(\theta, \zeta)$,
where $f(\psi)$ is an arbitrary flux surface quantity. In the general case, Eq.(8) must be solved numerically. Assuming that a solution has been found, one can construct $\boldsymbol{\nabla} \psi=\left(\mathbf{e}_{\theta} \times \mathbf{e}_{\zeta}\right) / \mathcal{J}$ and $\mathbf{B}=\mathbf{e}_{\eta} / \mathcal{J}$. The next step consists in calcultating the parallel current density consistent with the radial force balance equation and the quasineutrality condition. Using the radial force balance equation
$\mathbf{J} \times \mathbf{B}=c \boldsymbol{\nabla} p$,
in the quasineutrality condition, $\boldsymbol{\nabla} \cdot \mathbf{J}=0$, one obtains
$\boldsymbol{\nabla} \cdot \mathbf{J}_{\|}=-\boldsymbol{\nabla} \cdot \mathbf{J}_{\perp}=2 c \frac{d p}{d \psi} \frac{|\nabla \psi|}{B} \kappa_{g}$,
where the Jacobian constraint, Eq.(8), has been used. Substituting $\sigma \equiv \mathbf{J} \cdot \mathbf{B} / B^{2}=\langle\sigma\rangle+\widehat{\sigma}$ in Eq.(11), one arrives at the equation of
$\mathbf{B} \cdot \boldsymbol{\nabla} \lambda=2 \frac{|\boldsymbol{\nabla} \psi|}{B} \kappa_{g}$.
where $\lambda \equiv \widehat{\sigma} /\left(c p^{\prime}\right)$ (a prime denotes a derivative with respect to the toroidal flux function) and the quantity $|\nabla \psi| / B$ can be calculated directly from the parameterization (6)

$$
\begin{equation*}
\frac{|\nabla \psi|}{B}=\sqrt{\frac{g_{\theta \theta} g_{\zeta \zeta}-g_{\theta \zeta}^{2}}{g_{\zeta \zeta}+2 \iota g_{\theta \zeta}+\iota^{2} g_{\theta \theta}}} \tag{13}
\end{equation*}
$$

The flux surface quantity $\langle\sigma\rangle$ is yet to be determined. The flux surface average of any function $F$ is defined as
$\langle F\rangle \equiv \frac{\int_{0}^{2 \pi} d \zeta \int_{0}^{2 \pi} d \theta \mathcal{J} F}{\int_{0}^{2 \pi} d \zeta \int_{0}^{2 \pi} d \theta \mathcal{J}}=\frac{1}{V^{\prime}} \int_{0}^{2 \pi} d \zeta \int_{0}^{2 \pi} d \theta \mathcal{J} F$,
where $V$ is the plasma volume enclosed within $\psi$. Note that if $\mathcal{J}$ is a solution of Eq. (8), then $f(\psi) \mathcal{J}$ is also a solution of the same equation. Since the arbitrary flux surface function $f(\psi)$ is not known, the quantity $V^{\prime}$ is left undetermined; in practice, $V^{\prime}$ is used as an overall normalization factor. The flux surface quantity $\langle\sigma\rangle$ can be obtained through the local magnetic shear defined as $S \equiv \widehat{\mathbf{g}} \cdot \nabla \times \widehat{\mathbf{g}}$, which can also be written as (Appendix B)
$S=\frac{|\nabla \psi|^{2}}{B^{2}} \mathbf{B} \cdot \boldsymbol{\nabla}\left(D+\zeta \frac{d \iota}{d \psi}\right)$,
where
$D \equiv \frac{\iota \boldsymbol{\nabla} \zeta \cdot \boldsymbol{\nabla} \psi-\boldsymbol{\nabla} \theta \cdot \boldsymbol{\nabla} \psi}{\boldsymbol{\nabla} \psi \cdot \boldsymbol{\nabla} \psi}$.
Using $\mathbf{B} \cdot \boldsymbol{\nabla} \zeta=1 / \mathcal{J}$ and noting that the flux surface average operator, $\langle\bullet\rangle$, annihilates the $\mathbf{B} \cdot \boldsymbol{\nabla}$ operator, we get from Eq.(15)
$\left\langle\frac{S B^{2}}{|\nabla \psi|^{2}}\right\rangle=4 \pi^{2} \frac{\iota^{\prime}}{V^{\prime}}$.
Substituting $S=4 \pi J_{\|} /(c B)-2 \tau_{n}$ in the left-hand side of Eq.(17) and noting that $\langle\widehat{\sigma}\rangle \equiv 0$, one obtains

$$
\begin{equation*}
\langle\sigma\rangle=c \sigma_{0}-c \sigma_{1} \frac{d p}{d \psi}-c \sigma_{2} \frac{d \iota}{d \psi} \tag{18}
\end{equation*}
$$

where $\sigma_{0}=C_{3} /\left(2 \pi C_{1}\right), \sigma_{1}=C_{2} / C_{1}$ and $\sigma_{2}=\pi / C_{1}$; we have defined
$C_{1}=\int_{0}^{2 \pi} d \zeta \int_{0}^{2 \pi} \frac{B^{2} \mathcal{\partial}}{g^{\psi \psi}} d \theta$,
$C_{2}=\int_{0}^{2 \pi} d \zeta \int_{0}^{2 \pi} \frac{B^{2} \mathfrak{J} \lambda}{g^{\psi \psi}} d \theta$,
and
$C_{3}=\int_{0}^{2 \pi} d \zeta \int_{0}^{2 \pi} \frac{B^{2} \mathcal{J} \tau_{n}}{g^{\psi \psi}} d \theta$.
In summary, given the parameterization (6), one solves Eq.(8) for the Jacobian, followed by Eq.(12) for $\lambda$ (which is proportional to the part of $J_{\|} / B$ that varies in the magnetic surface). Given $\iota^{\prime}$ and $p^{\prime}$ (free parameters) one calculates $\langle\sigma\rangle$ through Eq.(18) and the specification of the local MHD equilibrum is complete.

## 4. Numerical Method

In this section, the numerical method used to solve the two-field resistive drift wave model is presented. The motivation for using a semi-implicit algorithm is discussed.

The radial coordinate is conveniently defined as $\rho \equiv R_{0} \sqrt{2 \bar{\psi}}$ where $\bar{\psi} \equiv \psi / \psi_{0}$ and $\psi_{0}=B_{0} R_{0}{ }^{2}$ and $R_{0} \equiv R_{00}$ is the major radius [in the large-aspect ratio tokamak equilibrium, $\psi \simeq B_{0} r^{2} / 2$ where
$B_{0}$ is the magnetic field strength evaluated at the magnetic axis; it follows that $\rho=r$ in this case]. In the general 3D case, it is convenient to define a magnetic field strength of reference as $B_{0} \equiv\left\langle B^{2}\right\rangle^{1 / 2}$. Using the eikonal representation [Eq.(1)] in the quasineutrality condition [Eq.(2)], the electron continuity equation [Eq.(3)] and the electron energy equation [Eq.(4)] we obtain
$\frac{\partial \widehat{\Phi}}{\partial \bar{t}}=-\eta D_{\|}-i \eta \nu_{\perp}\left(\widehat{n}+\widehat{T}_{e}\right)$,
$\frac{\partial \widehat{n}}{\partial \bar{t}}=-i \sqrt{b} \widehat{\Phi}+D_{\|}+i \nu_{\perp}\left(\widehat{n}-\widehat{\Phi}+\widehat{T}_{e}\right)$,
and
$\frac{\partial \widehat{T}_{e}}{\partial \bar{t}}=-i \eta_{e} \sqrt{b} \widehat{\Phi}+\widehat{D}_{\|}+\frac{2}{3} i \nu_{\perp} \widehat{\psi}$,
where the terms related to the transport along the field line are given by
$D_{\|}=\nu_{\| \mid} \bar{B} S_{\|} \frac{\partial}{\partial \bar{\theta}}\left(\frac{S_{\|}}{\bar{B}} \frac{\partial \widehat{g}}{\partial \bar{\theta}}\right)$,
and
$\widehat{D}_{\|}=\nu_{\| \mid} \bar{B} S_{\|} \frac{\partial}{\partial \bar{\theta}}\left(\frac{S_{\|}}{\bar{B}} \frac{\partial \widehat{\varphi}}{\partial \bar{\theta}}\right)$.
Here $S_{\|}(\bar{\theta})=1 /(\overline{\partial B}), \bar{\partial}=\left[R_{0} \boldsymbol{\nabla} \bar{\psi} \cdot\left(R_{0} \boldsymbol{\nabla} \theta \times R_{0} \boldsymbol{\nabla} \zeta\right)\right]^{-1}$ is the dimensionless Jacobian and $\nu_{\|}=$ $2 \xi \epsilon_{n}^{2} / q^{2}$ is related to the parallel transport of current density. The perpendicular transport is controlled by the curvature term
$\nu_{\perp}(\bar{\theta}) \equiv 2 \sqrt{b} \epsilon \epsilon_{n} S_{\perp}(\bar{\theta})$,
which arises from the divergence of the electron diamagnetic flux and the divergence of the $\mathbf{E} \times \mathbf{B}$ drift velocity. In the above equations, we have defined $b \equiv\left(k_{\theta} \rho_{\mathrm{s} 0}\right)^{2}, k_{\theta} \equiv N / \bar{a}$ is the characteristic perpendicular wavevector (i.e. $\left.|\nabla \alpha|\right|_{\theta=0} ^{2} \sim k_{\theta}^{2}$ ), $\epsilon_{n} \equiv L_{n} / R_{0}$ and $\epsilon \equiv \bar{a} / R_{0}$ is the inverse aspect ratio. The geometrical quantities $\mathcal{L}$ and $S_{\perp}$ are defined as
$\mathcal{L}(\bar{\theta}) \equiv \frac{1+\Lambda^{2}}{R_{0}^{2} g^{\overline{\psi \psi}}}$,
$S_{\perp}(\bar{\theta}) \equiv \frac{\kappa_{n}+\Lambda \kappa_{g}}{\sqrt{g^{\bar{\psi}}}}$,
and
$\Lambda(\bar{\theta}) \equiv-\frac{\boldsymbol{\nabla} \psi \cdot \boldsymbol{\nabla} \alpha}{B}$.
Finally $\eta(\bar{\theta}) \equiv 1 /\left(b \epsilon^{2} \mathcal{L}\right) \simeq 1 / \bar{\theta}^{2}$ for large $|\bar{\theta}|$. In view of the secular behavior of the polarization term $\left(\mathcal{L} \sim \bar{\theta}^{2}\right.$ for $|\bar{\theta}| \gg 1$ ), it is numerically convenient to solve for the nonadiabatic response $\widehat{h} \equiv \widehat{n}-\widehat{\Phi}$ instead of solving the quasineutrality equation (19). The system of equations to be solved can then be written as

$$
\begin{equation*}
\frac{\partial \widehat{n}}{\partial \bar{t}}=-i \sqrt{b} \widehat{\Phi}+D_{\|}+i \nu_{\perp}\left(\widehat{h}+\widehat{T}_{e}\right) \tag{28}
\end{equation*}
$$

$\frac{\partial \widehat{h}}{\partial \bar{t}}=-i \sqrt{b} \widehat{\Phi}+(1+\eta) D_{\|}+i \nu_{\perp} \widehat{h}+i \nu_{\perp}\left[\eta \widehat{n}+(1+\eta) \widehat{T}_{e}\right]$,
and
$\frac{\partial \widehat{T}_{e}}{\partial \bar{t}}=-i \eta_{e} \sqrt{b} \widehat{\Phi}+\widehat{D}_{\|}+\frac{2}{3} i \nu_{\perp} \widehat{\psi}$.
Eqs.(28-30) are discretized on the domain $\bar{\theta} \in\left[\bar{\theta}_{\text {max }},+\bar{\theta}_{\text {max }}\right]$ where $\bar{\theta}_{\text {max }}$ is a free parameter. In a low-temperature, high-density edge plasma the collisional parameter is much larger than unity [typically $\xi=\mathcal{O}\left(10^{2}\right)$ ] and one expects the parallel transport to be strong. Therefore a numerical method based on an explicit scheme will require a very small time step. The time step for an explicit method is constrained by the transport along the magnetic field lines and must be less than the wellknown Courant-Friedrichs-Lewy (CFL) criterion [4] of
$\Delta t<(\Delta t)_{\mathrm{CFL}} \equiv \frac{q^{2}(\Delta \bar{\theta})^{2}}{2 \xi \epsilon_{n}^{2}}$,
where $\Delta \bar{\theta}$ is the grid spacing. In practise, the grid spacing $\Delta \bar{\theta}$ must be chosen small enough as to capture the details of the equilibrium along the magnetic field line. In order to bypass the stringent condition (31) we must resort to an implicit scheme. As it turns out, for the system of Eqs.(28-30), it is sufficient to use a semi-implicit numerical scheme; this is done by treating $\partial \widehat{n} / \partial \bar{t}, \partial \widehat{h} / \partial \bar{t}$ and $\partial \widehat{T}_{e} / \partial \bar{t}$ and the parallel transport terms [terms in $D_{\| \mid}$and $\widehat{D}_{\| \mid}$in Eq.(28-30)] implicitly whereas the remaining terms are treated explicitly. As a result one obtains a set of coupled tridiagonal systems which can be solved sequentially using standard algorithms, such as the Thomas algorithm [9].

Since the system of equations (19-21) is solved as an initial-value problem, the linear growth rate and the mode frequency must be computed dynamically. Another consequence associated with the initial value approach is that only the fastest growing mode is observed. Earlier studies [5, 6] of drift wave stability in realistic stellarator equilibria have shown that the drift wave spectrum can have a rather complicated structure; in some cases, it can be difficult to 'pick up' the most unstable mode.

In order to determine the mode frequency, we use the transformation of
$\widehat{f}(\bar{\theta}, t) \mapsto \bar{f}(\bar{\theta}) \exp \left(-i \omega_{f} t\right)$.
where $\widehat{f}$ stands for $\widehat{\Phi}, \widehat{n}$ or $\widehat{T}_{e}$. Since the intial conditions are arbitrary, it is very likely that the initial profiles for $\widehat{\Phi}, \widehat{n}$ and $\widehat{T}_{e}$ will not correspond to the most unstable eigenfunctions. In other words, the scalar fields $\widehat{\Phi}, \widehat{n}$ and $\widehat{T}_{e}$ will possess different frequencies $\omega_{f}$. Once the transitory effects have disappeared, we expect $\omega_{\Phi}=\omega_{n}=\omega_{T_{e}} \equiv \omega$.

The normal mode frequency can be written as $\omega_{f}=\Re\left(\omega_{f}\right)+i \Im\left(\omega_{f}\right) \equiv \omega_{\mathrm{r} f}+i \gamma_{f}$. Noting that

$$
\frac{\partial \widehat{f}}{\partial t}=\frac{1}{2} \frac{1}{|\widehat{f}|} \frac{\partial}{\partial t}|\widehat{f}|^{2}-i \omega_{\mathrm{r} f}|\widehat{f}|
$$

we obtain
$\gamma_{f}=\frac{1}{\left|\langle\hat{f}\rangle_{\bar{\theta}}\right|} \frac{\partial}{\partial t}\left|\langle\hat{f}\rangle_{\bar{\theta}}\right|$,
for the linear growth rate and
$\omega_{\mathrm{r} f}=-\Im\left(\frac{1}{\langle\hat{f}\rangle_{\bar{\theta}}} \frac{\partial}{\partial t}\langle\hat{f}\rangle_{\bar{\theta}}\right)$,
for the mode frequency. In the above equations, we have defined the field-line average operator as
$\langle F\rangle_{\bar{\theta}} \equiv \frac{1}{2 \bar{\theta}_{\max }} \int_{-\bar{\theta}_{\max }}^{+\bar{\theta}_{\max }} F\left(\bar{\theta}^{\prime}, t\right) d \bar{\theta}^{\prime}$,
for any function $F(\bar{\theta}, t)$. The free parameter in Eq.(34) must be large enough so that the linear growth rate [Eq.(32)] and the mode frequency [Eq.(33)] become independent of $\bar{\theta}_{\text {max }}$; a convergence study using this parameter is presented in the next section. In practise, it is convenient to define an average linear growth, $\gamma=\left(\gamma_{\Phi}+\gamma_{n}+\gamma_{T_{e}}\right) / 3$, and an average mode frequency, $\omega_{\mathrm{r}}=\left(\omega_{\mathrm{r} \Phi}+\omega_{\mathrm{r} n}+\omega_{\mathrm{r} T_{e}}\right) / 3$.

## 5. Numerical Results

As described in section 3, the specification of the local MHD equilibrium depends on 2 free parameters, $\iota^{\prime}$ and $p^{\prime}$. It is convenient to use normalized quantities instead of $\iota^{\prime}$ and $p^{\prime}$; to make the connection with the standard large-aspect ratio tokamak notation, we define the ballooning parameter
$\alpha_{b} \equiv \frac{2}{\pi^{2} \iota^{2}} \frac{V^{\prime}}{\left\langle\frac{B^{2}}{g^{\psi \psi}}\right\rangle^{1 / 2}}$,
and the global shear parameter
$s_{b} \equiv-\frac{4 \pi^{2} R_{0}}{V^{\prime}} \frac{\frac{1}{\iota} \frac{d \iota}{d \psi}}{\left\langle\frac{B^{2}}{g^{\psi} \psi}\right\rangle}$.
As mentioned in the Introduction, the initial parameterization of the magnetic surface [Eq.(6)] is quite general. However, in order to illustrate the usefulness and efficiency of the local equilibrium model for drift wave stability calculations, we consider the parameterization of

$$
\begin{align*}
R & =R_{0}\left[1+\epsilon_{\mathrm{t}} \cos \theta+\epsilon_{\mathrm{h}} \cos \left(N_{p} \zeta\right)\right] \\
\phi & =-\zeta  \tag{37}\\
Z & =R_{0}\left[\epsilon_{\mathrm{t}} \sin \theta+\epsilon_{\mathrm{h}} \sin \left(N_{p} \zeta\right)\right]
\end{align*}
$$

where, as before, $N_{p}$ is the number of field periods; $\epsilon_{\mathrm{t}}$ and $\epsilon_{\mathrm{h}}$ are termed the toroidicity parameter and the helical parameter, respectively. In the remaining of this paper, we refer to Eq.(37) as the helical parameterization. Note that the case $\epsilon_{\mathrm{h}}=0$ in Eq.(37) corresponds to the tokamak parameterization with concentric, circular magnetic surfaces (which is valid for a low- $\beta$ plasma). When the parameter $\epsilon \equiv N_{p}^{2} \epsilon_{\mathrm{t}} \epsilon_{\mathrm{h}}$ is less than unity, the Jacobian for the helical parameterization can be calculated analytically (Appendix C)
$\mathcal{J}=\frac{X^{2}(\theta)}{A_{0}(\psi) g(\varphi)}$,
where $\varphi \equiv N_{p} \zeta-\theta$ is the helical coordinate, $A_{0}(\psi)$ is an arbitrary flux function, $X(\theta)=R_{0}\left(1+\epsilon_{\mathrm{t}} \cos \theta\right)$ and
$g(\varphi)=1+a(1-\cos \varphi)-b \sin ^{2} \varphi$.
Here $a=\xi(1+\xi / \widehat{\alpha}) / \widehat{\alpha}, b=\xi(\widehat{\beta}+\xi) /\left(2 \widehat{\alpha}^{2}\right), \widehat{\alpha}=1+\epsilon_{\mathrm{t}}{ }^{2}\left(N_{p} \iota+\frac{1}{2}\right)+\epsilon_{\mathrm{h}}{ }^{2}\left(N_{p}^{2}+\frac{1}{2}\right), \widehat{\beta}=$ $\widehat{\epsilon}\left[1+N_{p}\left(N_{p}+\iota\right)\right]$ and $\xi=\left[N_{p}\left(N_{p}+\iota\right)-1\right] \epsilon_{\mathrm{t}} \epsilon_{\mathrm{h}}$. Note that for the case of the tokamak parameterization ( $\epsilon_{\mathrm{h}}=0$ ) we have $a=b=\xi=0$ so that $g(\varphi)=1$ and Eq.(38) then reduces to the exact solution of
$\mathcal{J}=C\left(1+\epsilon_{\mathrm{t}} \cos \theta\right)^{2}$,
where $C$ is an arbitrary multiplicative constant. When the parameter $\epsilon$ is comparable to unity, one must resort to the numerical solution described at the end of section 3.

In all simulations reported in this paper, the initial profile for $\widehat{\Phi}$ has been chosen to be a Gaussian profile with its maxima centered at $\bar{\theta}=0$. The density profile at $t=0$ is chosen as $\widehat{n}=\widehat{\Phi}$, that is the nonadiabatic response vanishes at $t=0$; the electron temperature perturbation is set to zero; as a result, the parallel transport terms in Eqs. $(28,29)$, which involve $D_{\|}$, vanish at the beginning of the simulations. Since the cross-field terms in Eqs. $(28,29)$ are not equal (even when $\widehat{n}=\widehat{\Phi})$, the non-adiabatic response becomes nonzero as time progresses. As the instability develops, the parallel transport increases in order to balance the cross-field transport; at this stage, the linear growth rate becomes almost independent of time (Figure 7).

The real (plain) and imaginary (dotted) parts of the normalized electrostatic potential amplitude at saturation $\left(\omega_{\star} t=250\right)$ is shown in Figure 2. The parameters are: $\alpha_{b}=0$ (ballooning parameter), $s_{b}=0.25$ (global shear parameter), $q=1.03$ (safety factor), $n_{0}=5 \times 10^{12} \mathrm{~cm}^{-3}$ (equilibrium plasma density), $T_{e}=5 \mathrm{eV}$ (equilibrium electron temperature), $\eta_{e}=1.0$ (electron temperature gradient parameter), $k_{\theta} \rho_{\mathrm{s} 0}=0.8, B_{0}=10^{4}$ Gauss (equilibrium magnetic field of reference), $\Delta \bar{\theta}=\pi / 128$ (grid spacing), $L_{n}=4.0 \mathrm{~cm}$ (density scalelength), $R_{0}=10^{2} \mathrm{~cm}$ (major radius), $\epsilon_{\mathrm{t}}=0.1$ (toroidicity parameter) and $\epsilon_{\mathrm{h}}=0.04$ (helical parameter). The number of field periods is $N_{p}=3$. As mentioned in section 2 , the key parameter is the collisional parameter, $\xi$; in the low-temperature, high-density edge plasmas, this parameter can be quite large. For example, for the parameters of Figure 2, one finds $\xi \simeq 72$. Note that the most unstable eigenfunction for $\Phi$ shown in Figure 2 satisfies the proper boundary conditions at large $|\bar{\theta}|$; clearly the mode is square integrable since
$\int_{-\infty}^{+\infty}|\widehat{\Phi}|^{2} d \bar{\theta}<\infty$.
Figure 3 and Figure 4 show the corresponding profile for the perturbed density amplitude and the perturbed electron temperature amplitude, respectively. We note that the fluctuating electrostatic potential and the plasma density are out of phase and that their respective amplitudes are not equal indicating that the drift mode is unstable. Note that the inclusion of perturbations in the electron temperature, $\delta T_{\mathrm{e}}$, makes the mode less unstable.

Figure 5 shows the instantaneous average real mode frequency as a function of the normalized time $\bar{t}=\omega_{\star} t$. The parameters are the same as those of Figures 2-4. The large $\omega_{\mathrm{r}}$ observed in the initial development of the instability is associated with the evolution of the electron temperature. After transitory effects have disappeared, the average real mode frequency reaches its steady state value.

Fgiure 6 shows the average linear growth rate as a function of the normalized time $\bar{t}=\omega_{\star} t$ for the same case as Figure 5. The components of the average linear growth rate of Figure 6 are shown in Figure 7. The instateneous linear growth for the electrostatic potential, plasma density and electron temperature perturbation are shown by plain, dotted and dashed lines, respectively. As expected, the profiles for $\gamma_{n}$ and $\gamma_{T_{e}}$ tend to be strongly coupled. Note that the initial spike in Figure 6 can be traced back to $\gamma_{T_{e}}$ (Figure 7).

As discussed in the previous section, the field-line averaged profiles $\langle\widehat{f}\rangle_{\bar{\theta}}$ for $\widehat{f}=\left(\widehat{\Phi}, \widehat{n}, \widehat{T}_{e}\right)$ depend implictly on the parameter $\bar{\theta}_{\text {max }}$. Therefore one must ensure that the parameter $\bar{\theta}_{\text {max }}$ is large enough so that the linear growth rate and the mode frequency become independent of its value. Figures 8 and 9 show the average real mode frequency and the average linear growth rate as a function of the parameter $\bar{\theta}_{\text {max }}$, respectively. Other parameters are the same as in Figures 2-7. For $\bar{\theta}_{\max }>16$, the linear growth rate reaches its asymptotic value. Note that in practice the parameter $\bar{\theta}_{\text {max }}$ must be increased as the global shear parameter, $s_{b}$, is decreased (the extent of the mode along the field line increases with decreasing global shear).

One advantage of the local equilibrium model is that one can modify the MHD equilibrum dynamically for a very low computational cost. This is illustrated in Figure 10 and Figure 11 for a $N_{p}=3$ field
period stellarator. In these figures, the helical parameter $\epsilon_{\mathrm{h}}$, which is related to the helical excursion of the magnetic axis, has been varied while the toroidicity parameter has been kept fixed at $\epsilon_{\mathrm{t}}=0.1$. Other parameters are the same as in Figure 2-4. As mentioned in the beginning of this section, the case $\epsilon_{\mathrm{h}}=0$ corresponds to the tokamak parameterization (with circular magnetic surfaces). The real mode frequency (Figure 10) decreases with increasing $\epsilon_{\mathrm{h}}$ until the toroidicity parameter becomes comparable to the helical parameter. Note that for $\epsilon_{\mathrm{t}} \sim \epsilon_{\mathrm{h}}$, the helical component of the curvature dominates over its toroidal component. The average linear growth rate (Figure 11) tends to increase with an increase of the helical excursion of the magnetic axis. Note that each square in Figures 10 and 11 corresponds to a different magnetic configuration; it takes about 55 seconds on a workstation to compute the MHD equilibrium and the linear growth rate. If one uses a global equilibrum code, one would have to recalculate the MHD equilibrium for the entire plasma volume for each data point in Figs. (10,11): the use of the local equilibrium model represents an enormous reduction in the overall computational effort.

In order to understand the dependence of the linear growth rate on the helical parameter, one can compare the key attributes of the magnetic configuration for specific sets $\left(\epsilon_{\mathrm{t}}, \epsilon_{\mathrm{h}}\right)$; such key attributes are the normal and geodesic components of the magnetic curvature ( $\kappa_{n}$ and $\kappa_{g}$, respectively), the magnetic shear, $S$, and the normal torsion, $\tau_{n}$. Other quantities that characterize the equilibrium configuration do enter the drift wave stability calculations; however, the impact of these quantities are subdominant. The normal magnetic curvature and the magnetic shear are probably the most important quantities that affect drift wave (and ballooning) stability [5]. Figure 12 shows the normal curvature (plain line) and the local magnetic shear (dotted line) along the field line for the case of $\left(\epsilon_{\mathrm{t}}, \epsilon_{\mathrm{h}}\right)=(0.1,0.0)$. The ballooning parameter is $\alpha_{b}=0$ and the global shear parameter is $s_{b}=0.25$. For these parameters, the modes are nonzero in the range $|\bar{\theta}| \lesssim 15$ (See Figs. 2-4). Figure 12 shows that the normal curvature is destabilizing (negative) in the outboard side of the torus. The magnetic shear is positive around $\bar{\theta}=0$ but becomes negative further away along the field line. The normal curvature (plain line) and the local magnetic shear (dotted line) along the field line for the case of $\left(\epsilon_{\mathrm{t}}, \epsilon_{\mathrm{h}}\right)=(0.1,0.1)$ is shown in Figure 13. The normal curvature has a more destabilizing influence on the drift modes as compared to Figure 13; this is one indication that the linear growth rate for the parameters of Figure 13 should be larger than for the case of Figure 12. However, one must also consider the impact of the local magnetic shear. Note that in the case of Figure 13 the bulk of the drift mode amplitude experiences a positive global shear away from the $\bar{\theta}=0$; therefore, we expect the linear growth rate to be larger for the case of Figure 13 as compared to the case of Figure 12. The detrimental influence of a large, positive local magnetic shear on drift wave stability in realistic 3D stellararator geometries has been noted by Nadeem and coworkers [11]; these authors also discuss the case of large, negative local magnetic shear which appears to have a stabilizing influence on the drift mode. This is in agreement with our observations, although our model MHD equilibrium is far simpler than the fully 3D stellarator equilibrium used in the work of Nadeem et al.

Finally, another attractive feature of the local MHD equilibrium model is that it allows for fast, computationally-efficient estimates of the anomalous diffusion coefficient, $D_{\perp}$; such estimates, however, have to be used with caution. Based on mixing length arguments [1], one can estimate the perpendicular diffusion coefficient using the relation of
$D_{\perp} \simeq D_{\perp}^{(\mathrm{m})} \equiv \frac{\gamma}{k_{r}^{2}}$,
where $\gamma$ is the linear growth rate and $k_{r}$ is the magnitude of a typical radial wavevector. Using a general non-Markovian Fokker-Planck treatment, Zagorodny and Weiland [8] showed that memory effects can be important for the description of transport under saturared turbulence; they derived an estimate for the perpendicular diffusion coefficient of the form
$D_{\perp} \simeq D_{\perp}^{(\mathrm{fp})} \equiv \frac{\gamma^{3} / k_{r}^{2}}{\omega_{\mathrm{r}}^{2}+\gamma^{2}}=\frac{1}{1+\left(\omega_{\mathrm{r}} / \gamma\right)^{2}} D_{\perp}^{(\mathrm{m})}$.

We note that $D_{\perp}^{(\mathrm{fp})} \mapsto D_{\perp}^{(\mathrm{m})}$ when $\gamma \gg \omega_{\mathrm{r}}$. An estimate for $k_{r}$ in Eqs. $(40,41)$ can be obtained by a suitable average (weighted with the eigenfunction) of the normal component of $\nabla \alpha \propto \mathbf{k}_{\perp}$
$k_{r}^{2}=\frac{\int_{-\infty}^{+\infty}\left(\mathbf{k}_{\perp} \cdot \widehat{\mathbf{n}}\right)^{2}|\widehat{\Phi}|^{2} d \bar{\theta}}{\int_{-\infty}^{+\infty}|\widehat{\Phi}|^{2} d \bar{\theta}}$,
where
$\mathbf{k}_{\perp} \cdot \widehat{\mathbf{n}}=-\frac{N B}{\sqrt{g^{\psi \psi}}} \Lambda(\bar{\theta})$.
Here $\Lambda(\bar{\theta})$, defined in Eq.(27), is related to the integrated local magnetic shear. Figure 14 shows the estimates for $D_{\perp}$ based on the mixing length theory (squares) and the non-Markovian Fokker-Planck theory (triangles). The most striking feature is that $D_{\perp}^{(\mathrm{fp})}$ remains almost independent of the helical parameter for moderate $\epsilon_{\mathrm{h}}$; the mixing length-based diffusion coefficient, however, shows a clear upward trend with increasing $\epsilon_{\mathrm{h}}$. Therefore, although the linear growth rate does increase with an increase in the helical parameter, the non-Markovian Fokker-Planck diffusion coefficient does not predict a substantial decrease in the confinement time. More work is needed to resolve this issue especially when effects such as plasma shaping are taken into account.

## 6. Conclusions

Drift wave stability calculations in stellarator geometry usually requires the use of sophisticated, computationally-intensive 3D MHD equilibrium codes. However, as far as linear stability is concerned, the general approach is to study the local drift wave stability using the ballooning representation, one magnetic surface at a time. Hegna's local equilibrium model [3] is specific to a particular magnetic surface and it is computationally very efficient.

The local equilibrium model has been used to study the drift wave stability properties of a threefield resistive model valid in the low-temperature, high-density edge plasmas of tokamaks and stellarators. It has been shown that in the case of a stellarator with a helical axis a large, positive magnetic shear can increase the linear growth rate, whereas a large, negative magnetic shear has a stabilizing influence on the drift modes.

## Appendix: Derivation of the Resistive Drift Wave Model

In the cold ion limit, the ion momentum equation reads
$m_{i} n\left(\frac{\partial}{\partial t}+\mathbf{V}_{i} \cdot \boldsymbol{\nabla}\right) \mathbf{V}_{i}=e n\left(\mathbf{E}+\frac{\mathbf{V}_{i} \times \mathbf{B}}{c}\right)-\mathbf{R}_{e i}$,
where $\mathbf{R}_{e i}=\operatorname{en}\left(\mathbf{J}_{\| \mid} / \sigma_{\|}+\mathbf{J}_{\perp} / \sigma_{\perp}\right)-c_{1} n \nabla_{\|} T_{e}-\frac{3}{2} n \widehat{\mathbf{b}} \times \nabla_{\perp} T_{e} /\left(\omega_{c e} \tau_{e}\right)$ is the momentum transfer due to collisions; $\sigma_{\|} \simeq 2 \sigma_{\perp}, \sigma_{\perp}=e^{2} n \tau_{e} / m_{e}$ are the parallel and perpendicular electron conductivities, respectively; $\tau_{e}=\left(3 \sqrt{m_{e}} T_{e}^{3 / 2}\right) /\left(4 \sqrt{2 \pi} n \lambda e^{4}\right)$ is the electron collision time; and $c_{1}=0.71$ is a thermoelectric coefficient. The electron momentum equation (for massless electrons) is
$\nabla p_{e}+e n\left(\mathbf{E}+\frac{\mathbf{V}_{e} \times \mathbf{B}}{c}\right)=\mathbf{R}_{e i}$.
Operating with $\mathbf{B} \times$ on Eqs.(A.1,A.2) we obtain (in the low-frequency regime of $\omega / \omega_{c i} \ll 1$ )
$\mathbf{V}_{i \perp}=\mathbf{V}_{E}+\mathbf{V}_{p i}+\mathbf{V}_{c}$,
and
$\mathbf{V}_{e \perp}=\mathbf{V}_{E}+\mathbf{V}_{\star e}+\mathbf{V}_{c}$,
respectively. Here
$\mathbf{V}_{E}=\frac{c}{B^{2}} \mathbf{B} \times \nabla \Phi$,
$\mathbf{V}_{p i}=\omega_{c i}^{-1} \widehat{\mathbf{b}} \times\left(\frac{\partial}{\partial t}+\mathbf{V}_{E} \cdot \boldsymbol{\nabla}\right) \mathbf{V}_{E}$,
$\mathbf{V}_{c}=\frac{c}{e n B^{2}} \mathbf{B} \times \mathbf{R}_{e i}$,
$\mathbf{V}_{\star e}=-\frac{c}{e n B^{2}} \mathbf{B} \times \nabla p_{e}$,
are the $\mathbf{E} \times \mathbf{B}$ drift velocity (in the low- $\beta$ approximation of $\mathbf{E} \simeq-\nabla \Phi$ ), the ion polarization drift velocity, the collisional drift velocity and the electron diamagnetic drift velocity, respectively. For lowfrequency, long-wavelength modes $\left(k_{\perp}^{2} \lambda_{D}^{2} \ll 1\right)$ (where $k_{\perp}$ is the magnitude of the perpendicular wavevector and $\lambda_{D}$ is the Debye length), the plasma is quasineutral
$\boldsymbol{\nabla} \cdot \mathbf{J}=0$,
or
$\boldsymbol{\nabla} \cdot \mathbf{J}_{\perp}=-\mathbf{B} \cdot \boldsymbol{\nabla}\left(\frac{J_{\| \mid}}{B}\right)$,
where the perpendicular current density is obtained from Eqs.(A.3,A.4)
$\mathbf{J}_{\perp}=e n\left(\mathbf{V}_{p i}-\mathbf{V}_{\star e}\right)$,
and the parallel current density, $J_{\| \|}$, is determined from the scalar product of Eq.(A.2) with $\widehat{\mathbf{b}} \equiv \mathbf{B} / B$
$J_{\|}=\frac{\sigma_{\|}}{e n}\left(\nabla_{\|} p_{e}+c_{1} n \nabla_{\|} T_{e}-e n \nabla_{\|} \Phi\right)$.
Combining Eqs.(A.6-A.8) and linearizing, we obtain the quasineutrality equation (for $V_{i \|} \ll V_{e \|}$ ) as

$$
\begin{equation*}
\frac{n_{0} c}{B \omega_{c i}} \frac{\partial}{\partial t} \nabla_{\perp}^{2} \Phi=2 n_{0} \frac{\nabla B}{B} \cdot \mathbf{V}_{\star e}+\mathbf{B} \cdot \boldsymbol{\nabla}\left[\frac{\sigma_{\|}}{e n_{0} B}\left(\nabla_{\|} p_{e}+c_{1} n \nabla_{\|} T_{e}-e n \nabla_{\|} \Phi\right)\right] \tag{A.9}
\end{equation*}
$$

where we made use of the (low- $\beta$ ) relation of
$\nabla \cdot \frac{\mathbf{B} \times \boldsymbol{\nabla} f}{B^{2}} \simeq-2 \frac{\boldsymbol{\nabla} B}{B} \cdot \frac{\mathbf{B} \times \boldsymbol{\nabla} f}{B^{2}}$,
for any fluctuating quantity $f$. Using the definitions (A.5) in the electron continuity equation
$\frac{\partial n}{\partial t}=-\boldsymbol{\nabla} \cdot\left(n \mathbf{V}_{E}\right)-\boldsymbol{\nabla} \cdot\left(n \mathbf{V}_{\star e}\right)-\boldsymbol{\nabla} \cdot\left(n \mathbf{V}_{c}\right)$,
and noting that $V_{c} \sim V_{E} /\left(\omega_{c e} \tau_{e}\right) \ll V_{E} \sim V_{\star e}$, one gets
$\frac{\partial n}{\partial t}=\left(2 \frac{\boldsymbol{\nabla} B}{B}+\frac{\boldsymbol{\nabla} \rho}{L_{n}}\right) \cdot\left(n_{0} \mathbf{V}_{E}\right)+2 \frac{\boldsymbol{\nabla} B}{B} \cdot\left(n_{0} \mathbf{V}_{E}\right)+\frac{1}{e} \mathbf{B} \cdot \boldsymbol{\nabla}\left(\frac{J_{\| \mid}}{B}\right)$.
Here $\rho=\rho(\psi)$ is a radial coordinate $(\mathbf{B} \cdot \nabla \rho=0)$. In drift wave units $\left[\bar{t}=\omega_{\star} t, \omega_{\star}=c_{s} / L_{n}\right.$ is the drift frequency, $c_{s}=\sqrt{T_{e} / m_{i}}$ is the sound speed, $\left.(\widetilde{n}, \widetilde{\Phi})=\left(\delta n / n_{0}, e \Phi / T_{e}\right)\right]$, Eqs.(A.9,A.12) become
$\frac{1}{\bar{B}^{2}} \frac{\partial \bar{\omega}}{\partial \bar{t}}=2 \xi \bar{B} L_{n} \nabla_{\|}\left(\frac{L_{n}}{\bar{B}} \nabla_{\|} \widetilde{g}\right)-2 \mathbf{Q} \cdot \frac{\widehat{\mathbf{b}} \times \rho_{\mathrm{s} 0} \boldsymbol{\nabla}\left(\widetilde{n}+\widetilde{T}_{e}\right)}{\bar{B}}$
and
$\frac{\partial \widetilde{n}}{\partial \bar{t}}=\nabla \rho \cdot \frac{\widehat{\mathbf{b}} \times \rho_{\mathrm{s} 0} \boldsymbol{\nabla} \widetilde{\Phi}}{\bar{B}}-2 \mathbf{Q} \cdot \frac{\widehat{\mathbf{b}} \times \rho_{\mathrm{s} 0} \boldsymbol{\nabla}\left(\widetilde{h}+\widetilde{T}_{e}\right)}{\bar{B}}+2 \xi \bar{B} L_{n} \nabla_{\|}\left(\frac{L_{n}}{\bar{B}} \nabla_{\|} \widetilde{g}\right)$
where $\bar{\omega} \equiv \rho_{\mathrm{s} 0}^{2} \nabla_{\perp}^{2} \widetilde{\Phi}$ and $\xi \equiv \omega_{\star} \tau_{e}\left(m_{i} / m_{e}\right) \gg 1$ is termed the collisional parameter; $\mathbf{Q} \equiv$ $L_{n} \boldsymbol{\nabla} B / B$ is related to the curvature of the magnetic field and $\rho_{\mathrm{s} 0}=\sqrt{T_{e} / m_{i}} /\left(e B_{0} / m_{i} c\right) ; \bar{B} \equiv$ $B / B_{0}$ where $B_{0}$ is a magnetic field of reference (see main text); $\widetilde{g}=\widetilde{h}+\left(1+c_{1}\right) \widetilde{T}_{e} ;$ finally $\widetilde{h}=\widetilde{n}-\widetilde{\Phi}$ is the nonadiabatic response of the electrons. The electron energy equation [7] is given by
$\frac{3}{2} n\left(\frac{\partial}{\partial t}+\mathbf{V}_{e} \cdot \boldsymbol{\nabla}\right) T_{e}=-p_{e} \boldsymbol{\nabla} \cdot \mathbf{V}_{e}-\boldsymbol{\nabla} \cdot \mathbf{q}_{e}+Q_{e i}$,
where $Q_{e i}$ is the electron heating and
$\mathbf{q}_{e}=-c_{1} p_{e} \frac{J_{\|}}{e n}-\frac{3}{2} \frac{p_{e}}{\omega_{c e} \tau_{\mathrm{e}}} \widehat{\mathbf{b}} \times\left(\frac{\mathbf{J}_{\perp}}{e n}\right)-\chi_{\|} \boldsymbol{\nabla}_{\|} T_{e}-\chi_{\perp} \boldsymbol{\nabla}_{\perp} T_{e}-\chi_{\star} \widehat{\mathbf{b}} \times \nabla T_{e}$,
is the electron heat flux; here $\chi_{\|}=c_{2} \chi_{0}, \chi_{\perp}=c_{3} \chi_{0} /\left(\omega_{c e} \tau_{e}\right)^{2}, \chi_{\star}=\frac{5}{2} \chi_{0} /\left(\omega_{c e} \tau_{\mathrm{e}}\right), \chi_{0}=$ $n_{0} T_{e} \tau_{e} / m_{e}$ and $\omega_{c e} \tau_{\mathrm{e}} \gg 1$ for typical plasma edge parameters; the coefficients are $c_{2}=3.2$ and $c_{3}=4.7$. Neglecting higher-order terms the divergence of the electron heat flux is

$$
\begin{align*}
\boldsymbol{\nabla} \cdot \mathbf{q}_{e} & =-c_{1} \frac{T_{e}}{e} \mathbf{B} \cdot \boldsymbol{\nabla}\left(\frac{J_{\|}}{B}\right)-\chi_{\|} \mathbf{B} \cdot \boldsymbol{\nabla}\left(\frac{1}{B} \nabla_{\|} T_{e}\right) \\
& +\chi_{\star}\left(2 \frac{\nabla B}{B}-\frac{\nabla p_{e}}{p_{e}}\right) \cdot\left(\widehat{\mathbf{b}} \times \nabla T_{e}\right) \tag{A.17}
\end{align*}
$$

whereas the divergence of the electron fluid velocity is
$\boldsymbol{\nabla} \cdot \mathbf{V}_{e}=\boldsymbol{\nabla} \cdot \mathbf{V}_{e \|}-\mathbf{V}_{\star e} \cdot \frac{\boldsymbol{\nabla} n}{n}+\frac{1}{n} \boldsymbol{\nabla} \cdot\left(n \mathbf{V}_{\star e}\right)+\boldsymbol{\nabla} \cdot \mathbf{V}_{E}$,
where the small term $\boldsymbol{\nabla} \cdot \mathbf{V}_{c}$ has been neglected. Using Eqs.(A.17,A.18) one can write Eq.(A.15) as

$$
\begin{align*}
& \frac{3}{2} n \frac{\partial T_{e}}{\partial t}+\frac{3}{2} n \mathbf{V}_{E} \cdot \nabla T_{e}+\frac{3}{2} n \mathbf{V}_{\star e} \cdot \boldsymbol{\nabla} T_{e}=T_{e} \mathbf{V}_{\star e} \cdot \nabla n-p_{e} \boldsymbol{\nabla} \cdot \mathbf{V}_{e \|}-p_{e} \boldsymbol{\nabla} \cdot \mathbf{V}_{E}  \tag{A.19}\\
&-T_{e} \cdot \boldsymbol{\nabla}\left(n \mathbf{V}_{\star e}\right)+c_{1} \frac{T_{e}}{e} \mathbf{B} \cdot \boldsymbol{\nabla}\left(\frac{J_{\|}}{B}\right)+\chi_{\|} \mathbf{B} \cdot \boldsymbol{\nabla}\left(\frac{1}{B} \nabla_{\|} T_{e}\right) \\
&-\chi_{\star}\left(2 \frac{\nabla B}{B}\right) \cdot\left(\widehat{\mathbf{b}} \times \nabla T_{e}\right)+\chi_{\star} \frac{\nabla p_{e}}{p_{e}} \cdot\left(\widehat{\mathbf{b}} \times \nabla T_{e}\right) \tag{A.20}
\end{align*}
$$

The last term on the left-hand side of Eq.(A.19) cancels with the sum of the first and last terms on the right-hand side of that equation since
$\chi_{\star} \frac{\nabla p_{e}}{p_{e}} \cdot\left(\widehat{\mathbf{b}} \times \nabla T_{e}\right)=\frac{5}{2} n \mathbf{V}_{\star e} \cdot \nabla T_{e}$,
and $n \mathbf{V}_{\star e} \cdot \nabla T_{e}+T_{e} \mathbf{V}_{\star e} \cdot \nabla n=\mathbf{V}_{\star e} \cdot \nabla p_{e} \equiv 0$. With these simplicifications Eq.(A.19) takes the form of

$$
\begin{align*}
\underbrace{\frac{3}{2} n \frac{\partial T_{e}}{\partial t}}_{\mathbf{1}} & =\underbrace{-\frac{3}{2} n \mathbf{V}_{E} \cdot \boldsymbol{\nabla} T_{e}}_{\mathbf{2}}-\underbrace{p_{e} \boldsymbol{\nabla} \cdot \mathbf{V}_{e \|}}_{\mathbf{3}}-\underbrace{p_{e} \boldsymbol{\nabla} \cdot \mathbf{V}_{E}}_{\mathbf{4}}-\underbrace{T_{e} \boldsymbol{\nabla} \cdot\left(n \mathbf{V}_{\star e}\right)}_{\mathbf{5}} \\
& +\underbrace{c_{1} \frac{T_{e}}{e} \mathbf{B} \cdot \boldsymbol{\nabla}\left(\frac{J_{\|}}{B}\right)}_{\mathbf{6}}+\underbrace{\chi_{\| \|} \mathbf{B} \cdot \boldsymbol{\nabla}\left(\frac{1}{B} \nabla_{\|} T_{e}\right)}_{\mathbf{8}} \\
& -\underbrace{2 \chi_{\star} \frac{\boldsymbol{\nabla} B}{B} \cdot\left(\widehat{\mathbf{b}} \times \nabla T_{e}\right)}_{\mathbf{7}} \tag{A.22}
\end{align*}
$$

Term 2 represents the tapping of free energy contained in the temperature gradient by the drift wave. Terms 4, $\mathbf{5}$ and $\mathbf{8}$ are curvature terms; the remaining terms are related to the transport of heat along the field lines. The plasma density and the electron temperature are written as $n=n_{0}+\delta n$ and $T_{e}=T_{e 0}+\delta T_{e}$ where a subscript ' 0 ' denotes the equilibrium part and $\delta n$ and $\delta T_{e}$ are perturbations. Using Eq.(A.10), one can write Eq.(A.22) as

$$
\begin{align*}
\frac{3}{2} \frac{\partial \widetilde{T}_{e}}{\partial \bar{t}} & =\frac{3}{2} \eta_{e} \boldsymbol{\nabla} \rho \cdot \frac{\widehat{\mathbf{b}} \times \rho_{\mathrm{s} 0} \boldsymbol{\nabla} \widetilde{\Phi}}{\bar{B}}+\bar{B} L_{n} \nabla_{\|}\left(\frac{\widetilde{J_{\|}}}{\bar{B}}\right)+2 \mathbf{Q} \cdot \frac{\widehat{\mathbf{b}} \times \rho_{\mathrm{s} 0} \boldsymbol{\nabla} \widetilde{\Phi}}{\bar{B}} \\
& -2 \mathbf{Q} \cdot \frac{\widehat{\mathbf{b}} \times \rho_{\mathrm{s} 0} \boldsymbol{\nabla}\left(\widetilde{n}+\widetilde{T}_{e}\right)}{\bar{B}}+c_{1} \bar{B} L_{n} \nabla_{\|}\left(\frac{\widetilde{J_{\|}}}{\bar{B}}\right) \\
& +c_{2} \xi \bar{B} L_{n} \nabla_{\|}\left(\frac{L_{n} \nabla_{\|} \widetilde{T}_{e}}{\bar{B}}\right)-\frac{5}{2} \frac{2 \mathbf{Q}}{\bar{B}} \cdot\left(\widehat{\mathbf{b}} \times \rho_{\mathrm{s} 0} \nabla \widetilde{T}_{e}\right) \tag{A.23}
\end{align*}
$$

where $\mathbf{Q} \equiv L_{n} \boldsymbol{\nabla} B / B \sim L_{n} / L_{B} \sim L_{n} / R_{0}=\epsilon_{n}$. Noting that the parallel current density is given by $\widetilde{J_{\|}}=2 \xi L_{n} \nabla_{\|} \widetilde{g}$ and rearranging the terms in the above equation, one obtains
$\frac{\partial \widetilde{T}_{e}}{\partial \bar{t}}=\eta_{e} \boldsymbol{\nabla} \rho \cdot \frac{\widehat{\mathbf{b}} \times \rho_{\mathrm{s} 0} \boldsymbol{\nabla} \widetilde{\Phi}}{\bar{B}}+2 \xi \bar{B} L_{n} \nabla_{\|}\left(\frac{L_{n} \nabla_{\|} \widetilde{\varphi}}{\bar{B}}\right)-\frac{4}{3} \mathbf{Q} \cdot \frac{\widehat{\mathbf{b}} \times \rho_{\mathrm{s} 0} \boldsymbol{\nabla} \tilde{\psi}}{\bar{B}}$,
where $\widetilde{\varphi} \equiv \frac{2}{3}\left(1+c_{1}\right) \widetilde{g}+\frac{c_{2}}{3} \widetilde{T}_{e}, \widetilde{g} \equiv \widetilde{h}+\left(1+c_{1}\right) \widetilde{T}_{e}$ and $\widetilde{\psi}=\widetilde{h}+\frac{7}{2} \widetilde{T}_{e}$.

## Appendix: Remarks on the Local Magnetic Shear

Using the definitions of the unit parallel vector, $\widehat{\mathbf{b}}=\mathbf{B} / B$, and the unit normal vector, $\widehat{\mathbf{n}}=$ $\nabla \psi / \sqrt{g^{\psi \psi}}$, we can write the binormal vector as
$\widehat{\mathbf{g}}=f(\mathbf{B} \times \nabla \psi)$,
where $f=\left(B \sqrt{g^{\psi \psi \psi}}\right)^{-1}$. Using Eq.(B.25) in the definition of the local magnetic shear we obtain

$$
\begin{align*}
S & =\widehat{\mathbf{g}} \cdot \boldsymbol{\nabla} \times \widehat{\mathrm{g}}=\widehat{\mathbf{g}} \cdot[\boldsymbol{\nabla} f \times(\mathbf{B} \times \boldsymbol{\nabla} \psi)+\boldsymbol{\nabla} \times(\mathbf{B} \times \boldsymbol{\nabla} \psi)], \\
& =f(\boldsymbol{\nabla} g^{\psi \psi} \cdot \underbrace{\nabla \mathrm{\nabla} \alpha \times \widehat{\mathrm{g}}}_{\mathbf{1}}-\boldsymbol{\nabla} g^{\alpha \psi} \underbrace{\nabla \psi \times \widehat{\mathrm{g}}}_{2}), \tag{B.26}
\end{align*}
$$

where we have used the Clebsch for the magnetic field, $\mathbf{B}=\boldsymbol{\nabla} \alpha \times \boldsymbol{\nabla} \psi$. Terms $\mathbf{1}$ and $\mathbf{2}$ in Eq.(B.26) can be written as
$\boldsymbol{\nabla} \alpha \times \widehat{\mathrm{g}}=g \boldsymbol{\nabla} \alpha \times(\mathbf{B} \times \boldsymbol{\nabla} \psi)=f g^{\alpha \psi} \mathbf{B}$,
and
$\nabla \psi \times \widehat{\mathbf{g}}=f \boldsymbol{\nabla} \psi \times(\mathbf{B} \times \nabla \psi)=\frac{\sqrt{g^{\psi \psi \psi}}}{B} \mathbf{B}$,
respectively. Combining Eqs.(B.26-B.28), one can write

$$
\begin{align*}
S & =f\left(f g^{\alpha \psi} \mathbf{B} \cdot \boldsymbol{\nabla} g^{\psi \psi}-\frac{\sqrt{g^{\psi \psi}}}{B} \mathbf{B} \cdot \boldsymbol{\nabla} g^{\alpha \psi}\right), \\
& =-\frac{|\boldsymbol{\nabla} \psi|^{2}}{B^{2}} \mathbf{B} \cdot \boldsymbol{\nabla}\left(\frac{g^{\alpha \psi}}{g^{\psi \psi}}\right), \\
& =\frac{|\boldsymbol{\nabla} \psi|^{2}}{B^{2}} \mathbf{B} \cdot \boldsymbol{\nabla}\left(D+\zeta \frac{d \iota}{d \psi}\right), \tag{B.29}
\end{align*}
$$

where
$D \equiv \frac{\iota \boldsymbol{\nabla} \zeta \cdot \boldsymbol{\nabla} \psi-\boldsymbol{\nabla} \theta \cdot \boldsymbol{\nabla} \psi}{\boldsymbol{\nabla} \psi}$.

## Appendix: Jacobian for the Helical Parameterization

In this Appendix, we consider the case of a configuration with a helical axis
$\begin{aligned} R & =R_{0}+\rho \cos \theta+\Delta \cos \left(N_{p} \zeta\right), \\ \phi & =-\zeta, \\ Z & =\rho \sin \theta+\Delta \sin \left(N_{p} \zeta\right),\end{aligned}$
where $\Delta$ is a measure of the helical excursion of the magnetic axis. Using the helical parameterization (C.31), we obtain the following covariant metric elements

$$
\begin{align*}
g_{\theta \theta} & =\rho^{2} \\
g_{\theta \zeta} & =N_{p} \rho \Delta \cos \left(N_{p} \zeta-\theta\right)  \tag{C.32}\\
g_{\zeta \zeta} & =R^{2}+N_{p}^{2} \Delta^{2}
\end{align*}
$$

The Jacobian constraint equation is given by
$\frac{\partial}{\partial \theta}\left(\frac{F}{\partial}\right)=\frac{\partial}{\partial \zeta}\left(\frac{G}{\partial}\right)$,
where $F(\theta, \zeta)=g_{\zeta \zeta}+\iota g_{\theta \zeta}=R^{2}+N_{p}^{2} \Delta^{2}+N_{p} \rho \Delta \iota \cos \varphi$ and $G(\theta, \zeta)=g_{\theta \zeta}+\iota g_{\theta \theta}=\iota \rho^{2}+$ $N_{p} \rho \Delta \cos \varphi$, where $\varphi \equiv N_{p} \zeta-\theta$ is the helical coordinate. Using the change of variable $(\theta, \zeta) \mapsto(\varphi, \bar{\theta})$ with
$\varphi=N_{p} \zeta-\theta$,
$\bar{\theta}=\theta$,
in Eq.(C.33), we arrive at
$\frac{\partial}{\partial \theta}\left(\frac{F}{\mathcal{J}}\right)=\frac{\partial}{\partial \varphi}\left(\frac{N_{p} G+F}{\mathcal{J}}\right)$,
where $\bar{\theta} \equiv \theta$. Let $X(\theta)=R_{0}+\rho \cos \theta$. For $\Delta=0$, we have the relations of $F=X^{2}(\theta)$ and $G=\iota \rho^{2}$. The Jacobian constraint admits the exact solution of $\mathcal{J}=C X^{2}(\theta)$, where $C$ is a constant. Let us seek a solution of the form
$\mathcal{J}=\frac{X^{2}(\theta)}{A(\varphi)}$.
Substituting the trial function (C.36) in Eq.(C.35) we obtain
$\left(N_{p} G+F\right) \frac{d A}{d \varphi}=f(\theta, \zeta) A(\varphi)$,
where
$f(\theta, \zeta)=2 \rho \sin \theta\left(\frac{F}{X}-R\right)+N_{p}\left(N_{p}+\iota\right) \rho \Delta \sin \varphi$.
We can write $R=R_{0}\left[1+\epsilon_{\mathrm{t}} \cos \theta+\epsilon_{\mathrm{h}} \cos \left(N_{p} \zeta\right)\right]$ where $\epsilon_{\mathrm{t}} \equiv \rho / R_{0}$ and $\epsilon_{\mathrm{h}} \equiv \Delta / R_{0}$ are termed the toroidal parameter anf the helical parameter, respectively. After some algebra, we obtain the relation of

$$
\begin{align*}
\frac{F}{X}-R & \simeq R_{0}\left\{\epsilon_{\mathrm{h}} \cos (\varphi+\theta)+\left(N_{p}^{2} \epsilon_{\mathrm{h}}^{2}+N_{p} \epsilon_{\mathrm{t}} \epsilon_{\mathrm{h}} \iota \cos \varphi\right)\left(1-\epsilon_{\mathrm{t}} \cos \theta\right)\right. \\
& \left.+\epsilon_{\mathrm{h}}{ }^{2} \cos ^{2}(\varphi+\theta)\left(1-\epsilon_{\mathrm{t}} \cos \theta\right)\right\} \tag{C.39}
\end{align*}
$$

Introducing the operator
$\bar{F} \equiv \frac{1}{2 \pi} \int_{0}^{2 \pi} F(\theta) d \theta$,
and noting the relations of

$$
\begin{aligned}
\overline{\cos (\varphi+\theta) \sin \theta} & =-\frac{\sin \varphi}{2}, \\
\overline{\cos ^{2}(\varphi+\theta) \sin \theta} & =0,
\end{aligned}
$$

$\overline{\cos \theta \sin \theta \cos ^{2}(\varphi+\theta)}=-\frac{1}{4} \cos \varphi \sin \varphi$,
one can show that
$\bar{f}=-R_{0} \rho \epsilon_{\mathrm{h}} \sin \varphi\left(1-\frac{\widehat{\epsilon}}{2} \cos \varphi\right)+N_{p}\left(N_{p}+\iota\right) \rho \Delta \sin \varphi$,
where $\widehat{\epsilon} \equiv \epsilon_{\mathrm{t}} \epsilon_{\mathrm{h}}$. Similarly one has
$\overline{R^{2}}=R_{0}^{2}\left(1+\frac{\epsilon_{\mathrm{t}}^{2}}{2}+\widehat{\epsilon} \cos \varphi+\frac{\epsilon_{\mathrm{h}}{ }^{2}}{2}\right)$,
$\bar{F}=R_{0}^{2}\left[1+\frac{\epsilon_{\mathrm{t}}{ }^{2}}{2}+\left(N_{p}^{2}+\frac{1}{2}\right) \epsilon_{\mathrm{h}}{ }^{2}+\widehat{\epsilon}\left(1+N_{p} \iota\right) \cos \varphi\right]$,
and
$\bar{G}=R_{0}^{2}\left(N_{p} \widehat{\epsilon} \cos \varphi+\iota \epsilon_{\mathrm{t}}{ }^{2}\right)$.
Using Eqs.(C.41-C.44), we obtain the relation of
$(\widehat{\alpha}+\widehat{\beta} \cos \varphi) \frac{d A}{d \varphi}=\xi \sin \varphi A$,
where $\widehat{\alpha}=1+\epsilon_{\mathrm{t}}{ }^{2}\left(N_{p} \iota+\frac{1}{2}\right)+\epsilon_{\mathrm{h}}{ }^{2}\left(N_{p}^{2}+\frac{1}{2}\right), \widehat{\beta}=\widehat{\epsilon}\left[1+N_{p}\left(N_{p}+\iota\right)\right]$ and $\xi=\left[N_{p}\left(N_{p}+\iota\right)-1\right] \widehat{\epsilon}$. Eq.(C.45) can be solved perturbatively in ascending order of the smallness parameter $\epsilon \equiv N_{p}^{2} \widehat{\epsilon}$ by writing
$A=A_{0}+A_{1} \epsilon+A_{2} \epsilon^{2}+\cdots$
We have the relations of
$\widehat{\alpha} \frac{d A_{0}}{d \varphi}=0 \quad\left[\mathcal{O}\left(\epsilon^{0}\right)\right]$,
$\widehat{\beta} \cos \varphi \frac{d A_{0}}{d \varphi}+\widehat{\alpha} \frac{d A_{1}}{d \varphi}=A_{0} \xi \sin \varphi \quad[\mathcal{O}(\epsilon)]$,
and
$\widehat{\beta} \frac{d A_{2}}{d \varphi}+\widehat{\beta} \cos \varphi \frac{d A_{1}}{d \varphi}=A_{1} \xi \sin \varphi \quad\left[\mathcal{O}\left(\epsilon^{2}\right)\right]$.
Eqs.(C.47-C.49) can be solved with the result of $A_{0}=$ const ,
$A_{1}=A_{0} \frac{\xi}{\widehat{\alpha}}(1-\cos \varphi)$,
and
$A_{2}=A_{0} \frac{\xi}{\widehat{\alpha}^{2}}\left[\xi(1-\cos \varphi)-\frac{\widehat{\beta}+\xi}{2} \sin ^{2} \varphi\right]$.
It follows that the Jacobian can be written as
$\mathcal{J}=\frac{X^{2}(\theta)}{A_{0}(\psi) g(\varphi)}$,
where $g(\varphi)=1+a(1-\cos \varphi)-b \sin ^{2} \varphi, a=\xi(1+\xi / \widehat{\alpha}) / \widehat{\alpha}$ and $b=\xi(\widehat{\beta}+\xi) /\left(2 \widehat{\alpha}^{2}\right)$.
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Fig. 1. Schematic representation of the cross section $\zeta=0$ (see main text for definition of the average minor radius, $\bar{a}$ ).


Fig. 2. Real (plain line) and imaginary (dotted line) parts of the mode amplitude for the normalized electrostatic potential at saturation, $\omega_{\star} t=250$.


Fig. 3. Real (plain line) and imaginary (dotted line) parts of the mode amplitude for the normalized perturbed plasma density at saturation, $\omega_{\star} t=250$.


Fig. 4. Real (plain line) and imaginary (dotted line) parts of the mode amplitude for the normalized perturbed electron temperature at saturation, $\omega_{\star} t=250$.


Fig. 5. Average real mode frequency as a function of the normalized time $\bar{t}=\omega_{\star} t$.


Fig. 6. Average linear growth rate as a function of the normalized time $\bar{t}=\omega_{\star} t$.


Fig. 7. Instantaneous linear growth rates for the electrostatic potential (plain line), the perturbed plasma density (dotted line) and the perturbed electron temperature (dashed line) as a function of the normalized time $\bar{t}=\omega_{\star} t$.


Fig. 8. Average real mode frequency as a function of the parameter $\theta_{\max }$.


Fig. 9. Average linear growth rate as a function of the parameter $\theta_{\max }$.


Fig. 10. Average real mode frequency at saturation as a function of the helical parameter $\epsilon_{\mathrm{h}}$.


Fig. 11. Average linear growth rate at saturation as a function of the helical parameter $\epsilon_{h}$.


Fig. 12. Normal magnetic curvature (plain line) and local magnetic shear (dotted line) along the magnetic field line for the parameters of $\left(\epsilon_{\mathrm{t}}, \epsilon_{\mathrm{h}}\right)=(0.1,0.0)$.


Fig. 13. Normal magnetic curvature (plain line) and local magnetic shear (dotted line) along the magnetic field line for the parameters of $\left(\epsilon_{\mathrm{t}}, \epsilon_{\mathrm{h}}\right)=(0.1,0.1)$.


Fig. 14. Perpendicular diffusion coefficients $D_{\perp}^{(m)}$ (squares) and $D_{\perp}^{(f p)}$ (triangles) as a function of the helical parameter $\epsilon_{\mathrm{h}}$.
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